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Abstract
We tested a life-size embodied question-answering character at a convention where he responded to questions from the
audience. The character’s responses were then rated for coherence. The ratings, combined with speech transcripts, speech
recognition results and the character’s responses, allowed us to identify where the character needs to improve, namely in
speech recognition and providing off-topic responses.

Figure 1: SGT Star

1. Background

We created Sergeant Star, a virtual question-
answering character, for the U.S. Army Recruiting
Command as a hi-tech attraction and an information
source about the Army. He is a life-size character built
for use in mobile exhibits, who accepts speech input
and responds with pre-recorded voice answers (Fig-
ure 1). SGT Star is based on technology similar to that
used in previous efforts (Leuski et al., 2006; Robinson
et al., 2008), which treats question answering as an in-
formation retrieval problem: given a natural-language
question, the character should retrieve the most appro-
priate answer from a list of available responses. A
user’s question is transformed to text through an Au-
tomatic Speech Recognition (ASR) module, and pos-
sible responses are ranked by a statistical classifier
trained on a set of questions linked to responses. If the

Figure 2: SGT Star in a live demo

top-ranked response exceeds a preset threshold, the
character utters that response; if no response reaches
the threshold, the character makes a random choice
among a set of predefined “off-topic” responses (like
“Take the gum out of your mouth”). The system also
includes provisions for detecting repetitive questions,
and prompting the user if they are unable to come up
with questions that the character can answer.

2. Setting
SGT Star was designed to be part of a mobile exhibit,
so we evaluated his performance on the road, at the
National Future Farmers of America Convention on
24–27 October 2007 in Indianapolis, where SGT Star
was part of the U.S. Army exhibit (Figure 2 shows
a similar installation at Fort Knox, Kentucky). Since
SGT Star is demonstration technology, convention at-
tendees did not talk to SGT Star directly, but passed
their questions to a human handler who talked into the
microphone. In order to get the best speech recogni-
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Figure 3: The rating interface

tion in a noisy convention environment, the acoustic
models were tuned to the three individuals who did
most of the handling.
To motivate convention attendees to explore the Army
exhibit, the Army devised a task which required at-
tendees to gather specific pieces of information from
various parts of the exhibit in order to win a prize; the
information they had to get from SGT Star was the
meaning of “hooah” (a U.S. Army expression) and his
Military Occupational Specialty (MOS). As a result,
many of the dialogues from the convention are ex-
tremely short, and a disproportionate number of ques-
tions ask about “hooah” and SGT Star’s MOS (ap-
proximately 17% and 13%, respectively).

3. Rating study
SGT Star’s mission is to generate interest in learning
about the Army and possible careers in it, but we have
no way to measure the amount of interest generated.
We assessed SGT Star’s coherence, that is the appro-
priateness of his responses; the idea is that the more
coherent a character is, the better he can engage the
audience and create interest. An appropriate response
to a question does not have to be a direct answer:
a question or off-topic comment may sometimes be
more appropriate, and SGT Star’s off-topic responses
were designed to allow him to hold a coherent conver-
sation when he doesn’t have a straight answer. We
conducted a rating study in order to identify where
SGT Star’s coherence could be improved, to make him
a more believable and engaging character.
SGT Star’s performance resulted in a total of 3216 re-
sponses, and our study judged the appropriateness of
these responses in context. The user utterances were
transcribed individually, and entire dialogues (user ut-
terances and SGT Star’s responses) were presented as
web pages on which judges rated each of SGT Star’s

responses on a scale of 1 to 5 (Figure 3). In 703 cases,
the transcribed user utterance was identical to a train-
ing question and the response was linked to that ques-
tion, and these were automatically rated as 5; the re-
maining 2513 responses were rated by the judges.
To ensure the ratings were meaningful we calculated
inter-rater reliability using α (Krippendorff, 1980).1

Three judges rated all 2513 responses, and a fourth
judge (the first author) rated 474 of these. Overall re-
liability for the four judges was α = 0.789; reliability
for sub-groups of judges ranged from α = 0.901 for
the most concordant pair of judges to α = 0.676 for
the most discordant pair. Since overall reliability was
close to the accepted threshold of 0.800, we continued
the analysis by assigning each response the mean of all
available ratings. Broken down by response type, re-
liability was high for on-topic responses (α = 0.794)
but barely better than chance for off-topic responses
(α = 0.097).

4. Response ratings
SGT Star has a total of 152 possible responses, of
which 22 are tagged as off-topic. Off-topic responses
are intended to be suitable both for genuine out-of-
domain questions, for which SGT Star does not have

1Krippendorff’s α is a chance-corrected agreement co-
efficient, similar to the more familiar K statistic (Siegel and
Castellan, 1988). Like K, α ranges from −1 to 1, where
1 signifies perfect agreement, 0 obtains when agreement is
at chance level, and negative values show systematic dis-
agreement. The main difference between α and K is that
α takes into account the magnitudes of the individual dis-
agreements, whereas K treats all disagreements as equiv-
alent; α is more appropriate for our study because the rat-
ings are numerical, and the disagreement between ratings of
2 and 3, for example, is clearly lower than between 2 and 5.
For additional background, definitions and discussion of
agreement coefficients, see Artstein and Poesio (to appear).
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Figure 4: On-topic and off-topic ratings

an appropriate on-topic response, as well as for classi-
fier failures due to factors like speech recognition er-
rors or insufficient training data. The handlers at the
convention were very familiar with SGT Star’s range
of responses and as a consequence there were very few
out-of-domain questions; the vast majority of off-topic
responses were a result of classifier failure.
The different responses were not all used to the same
extent: in the testing, SGT Star produced 120 differ-
ent responses (including all 22 off-topics), and their
distribution was not even. This skewing is due to the
uneven distribution of questions: The two most fre-
quent responses by far, used 175 and 219 times, an-
swer questions about “hooah” and SGT Star’s MOS,
brought about by the convention attendees’ task.
The mean rating of SGT Star’s responses was 3.47, but
very few responses were close to the mean: most re-
sponses were either very good or very bad (first quar-
tile 1.67, median 4.75). About 57% of the responses
were rated above 3 and 43% below 3; this split roughly
correlates with the difference between on-topic re-
sponses (61.5%), of which 80.7% received the max-
imum rating of 5, and off-topic responses (38.5%), of
which 80.1% were rated 2 or less (Figure 4). There
was also a clear separation in the frequency of individ-
ual responses. The off-topic responses were all used
with similar frequency (ranging from 43 to 69) and
received mean ratings of less than 2.5. In contrast,
the low-rated on-topic responses appeared much less
frequently (maximum frequency 16 for ratings un-
der 3.5), while frequent on-topic responses were rated
much higher (Figure 5). There is a positive correlation
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Figure 5: Rating and frequency correlations

between rating and frequency for on-topic responses
(r = 0.32, p < 0.002,df = 96),2 whereas for off-topic
responses the correlation is negative (r = −0.55, p <
0.01,df = 20).

The correlation between rating and frequency for on-
topic responses remains robust even when we remove
questions about the more common topics such as
“hooah” and SGT Star’s MOS. The reason is proba-
bly that the handlers quickly learned which responses
were easy to elicit and popular with the crowd, and
then targeted their questions to elicit these responses.
The result was a selection of question topics narrower
than SGT Star’s full repertoire, which led to an overall
good performance.

The negative correlation between rating and frequency
for the off-topic responses was unexpected, since
agreement on off-topics was low and individual off-
topic responses are chosen at random. However, some
off-topic responses are also linked to out-of-domain
questions in the training data (for example, the re-
sponse “ha ha, you’re a bad man” is linked to the
question “so do you have a girlfriend?”). The linked
responses are expected to occur more frequently. As
it turns out, requests for repetition (“I didn’t hear that,
could you repeat the question?”) are usually not linked
to any question, but these received higher ratings than
the linked off-topic responses.

2The correlation is stronger if we use log frequencies:
r = 0.48, p < 0.001,df = 96.
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Figure 7: Word error rates and ratings: the lines show the mean rating for each WER band.
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5. Speech recognition
Automatic speech recognition (ASR) affects perfor-
mance (Leuski et al., 2006): if what SGT Star hears
doesn’t match what the user said, then SGT Star’s re-
sponse is more likely to be inappropriate. We com-
puted the word error rate for each user utterance
by comparing the ASR output with the transcribed
speech.3 Mean word error rate was 0.469, with an
approximately uniform distribution; higher word error

3Word error rate is the number of substitutions, dele-
tions and insertions needed to transform one string into the
other, divided by the number of words in the actual (tran-
scribed) speech; values above 1 were recorded as 1.

rates were more likely to trigger off-topic responses
(Figure 6).
We found a negative correlation between the rating of
SGT Star’s response and the word error rate of the im-
mediately preceding user utterance (r = −0.47, p <
0.001,df = 3214). This is partly due to the large block
of off-topic responses with low ratings and high word
error rates; however, the on-topic responses on their
own also exhibit a (slightly weaker) negative correla-
tion between response rating and word error rate (r =
−0.40, p < 0.001,df = 1975). The off-topic responses
do not show a similar correlation (r = −0.02, p >
0.4,df = 1237). The relations between response rat-
ing and word error rate of the preceding utterance are
shown in Figure 7.
The negative correlation between rating and word er-
ror rate is expected: the less SGT Star understands
the spoken utterance, the less likely he is to come up
with a suitable on-topic response. Off-topic responses
should not degrade with the mismatch between actual
and recognized user utterance. One might even expect
to find an improvement: due to the statistical language
modeling in the ASR component, misrecognition of
spoken words is more likely for out-of-domain ques-
tions, and SGT Star’s off-topic responses should be
more appropriate for those. We have not found this
kind of effect, possibly because there were few out-
of-domain questions.

6. Conclusions
The rating study of data gathered in SGT Star’s field
deployment allowed us to study his functioning in
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the situation for which he was designed, though with
somewhat different parameters, namely being repeat-
edly asked for two pieces of information. The results
show an interplay between SGT Star and his handlers,
who are working to help the virtual character give his
best performance. It is clear that SGT Star would have
performed very differently if arbitrary users were al-
lowed to ask unrestricted questions; dealing with such
users and out-of-domain questions is the focus of an-
other study, SGT Blackwell (Robinson et al., 2008).
The study confirmed that speech recognition is a ma-
jor obstacle – this is a difficult problem in the noisy
environment where SGT Star operates. The study also
identified off-topic responses as a place with substan-
tial room for improvement, perhaps along the lines of
Patel et al. (2006).
The rating study combined data extracted from sys-
tem logs (ASR results and SGT Star’s responses) with
manual transcription, a human rating study, statisti-
cal testing and qualitative assessment. A question that
comes up naturally is whether this method of evalua-
tion can be automated or made less human-intensive.
There is definitely some room for saving – for exam-
ple, once we have established that the ratings are re-
liable, it is sufficient to have just one judge rate each
response. However, rating the responses is not where
most of the human effort went. All user utterances
need to be manually transcribed, because the appro-
priateness of responses needs to be judged relative
to the actual user utterance (this manual transcription
is independently needed in order to improve perfor-
mance of the highly domain-specific speech recog-
nition models). But the most labor-intensive part is
probably the analysis of individual responses. This is
because we are not merely interested in a score that
reports SGT Star’s performance, but are also seeking
to improve it for future exhibits. SGT Star’s ability
to respond appropriately depends on his training data,
which consist of a list of questions, a list of responses,
and links between the two. The questions come from
actual user data, the responses reflect what we want
SGT Star to be able to talk about, and the links come
from a careful analysis of appropriateness which can
only be achieved by manually examining actual con-
versation transcripts.
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