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Abstract Collecting a large amount of real human-computer interaction data in
various domains is a cornerstone in the development of better data-driven spoken
dialog systems. The DialPort project is creating a portal to collect a constant stream
of real user conversational data on a variety of topics. In order to keep real users at-
tracted to DialPort, it is crucial to develop a robust evaluation framework to monitor
and maintain high performance. Different from earlier spoken dialog systems, Dial-
Port has a heterogeneous set of spoken dialog systems gathered under one outward-
looking agent. In order to access this new structure, we have identified some unique
challenges that DialPort will encounter so that it can appeal to real users and have
created a novel evaluation scheme that quantitatively assesses their performance in
these situations. We look at assessment from the point of view of the system devel-
oper as well as that of the end user.
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1 Introduction
Data-driven methods have become increasingly popular in developing better spoken
dialog systems (SDS) due to their superior performance and scalability compared to
manual handcrafting [7, 5]. DialPort [10, 9, 8] is providing a new solution for rapidly
collecting conversational data. The goal of DialPort is to combine a large number
of dialog systems that have diverse functionality in order to attract a group of sta-
ble real users and to maintain those users’ interest. In order to ensure that the real
users are attracted to DialPort over the long term, we need a principled framework
for monitoring and improving its performance is required. In this manner, at any
time we can at any time have a snapshot of system performance and quickly make
changes so that we do not lose our users. Past SDS assessment paradigms [6, 1] may
not be directly applicable to DialPort because it groups multiple remote agents that
are heterogeneous in nature. Thus this paper proposes a novel assessment scheme
based on the PARADISE framework [6] which was designed to measure SDSs’ user
satisfaction. Specifically, our assessment scheme assesses DialPort according to its
ultimate goals: collecting large amounts of data, and satisfying the real users’ needs.
For the latter goal, the assessment must reflect how the portal achieves the former
goal: the smooth character of the conversation, response delay and performance.

In order to verify the effectiveness of the proposed assessment paradigm, we con-
ducted a real-user study using the DialPort portal agent, which transfers control of
the dialog, according to user needs, to five remote agents: 1) a weather informa-
tion system from CMU (using NOAA1), 2) a restaurant information system from
CMU (using YELP2), 3) another restaurant system from Cambridge University [2],
4) a word guessing game agent from USC [3] and 5) a chat-bot from CMU and
POSTECH. The CMU systems and the portal are on-site and the others are con-
nected from off-site locations. We quantitatively assessed the performance of the
DialPort portal in both task success rate, dialog management efficiency and speed
of response. Finally, we show that our evaluation framework provides robust mea-
sures for DialPort.

2 Evaluation Framework of DialPort

PARADISE [6] measures the user satisfaction (US) in terms of the success and cost,
where success measures what a system is supposed to accomplish and cost measures
how a system achieves its goal. Also, in order to achieve the best US, a system
should aim to maximize success and minimize cost. Based on this formulation, we
lay out the structure of the measure of US for DialPort in Figure 1. The following
sections explain the elements included in our measure of US in details.

1 http://www.noaa.gov/
2 https://www.yelp.com/developers/documentation/v2/overview
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Fig. 1 The decompositions of user satisfaction for DialPort.

2.1 Success of DialPort

The goal of DialPort is to collect large amounts of spoken dialog system data from
real users, including both successful and failed dialogs. For clarity, we refer to a
dialog with a remote agent as external sessions and the whole conversation from the
moment the user enters the Portal to the end when they leave as a portal session

(a portal session is composed of multiple external sessions). Therefore, the success
of DialPort could be measured in terms of the average number of external sessions
per portal session (avgExtSess). However in order to keep real users attracted to
DialPort and in turn create more data, it is essential to maintain good conversational
flow and successful performance. Therefore, we also must minimize the cost, which
is defined below.

2.2 Cost

The cost, in our context, can be defined as:

• Response Delay of DialPort (D): responding to users with a minimal delay is
crucial for an SDS [4] in order to maintain the pace of the interaction and to
avoid barge-ins and system interruptions of the user. We measure the average
delay in milliseconds from the point at which the user finishes speaking to the
beginning of the next system response.

• Selection Error (S): refers to the situation when the Portal agent, which must
decide which agent to connect to the user, switches to a suboptimal external
agent. We measure this in terms of selection error rate.

• Recommendation Error (R): refers to the case where users do not agree with the
Portal agent’s recommendation. We measure this in terms of recommendation
error rate.

• Remote Delay (RD): Although the success of DialPort could depend on the num-
ber of dialogs it gathers, the quality of the external agents greatly impact user sat-
isfaction. Therefore, we include the average response delay with remote agents
as a part of the cost, in order to avoid disruptions such as barge-ins and system
interruptions.
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2.3 Overall Performance

The original PARADISE framework learns a linear regression [6] to weight the im-
portance of each cost and success in order to predict the users’ subjective scores. In
this work, we assume each element is uniformly weighted. Thus we first normalize
each input and compute the overall US of DialPort by:

US
meta

= N (avgExtSess)� (N (S)+N (R)+N (D)+N (RD)) (1)

where N stands for z normalization to standardize the input into zero mean and unit
variance, to ensure measurements with different scales can be combined together.

3 Evaluation

We assessed DialPort from the points of view of the assessment of the Portal agent
giving the impression of seamless domain changes. We analyzed log data of the cur-
rent version of DialPort. We gathered 119 dialogs from a group of 10 LTI students.
The maximum number of dialogs per any one user was 11 and the minimum number
of dialogs was 1. On average a dialog with DialPort lasted 10.97 turns. Two experts
manually tagged the selection error and the recommendation error for the portal.
Other measures were automatically obtained from the log data such as the number
of sessions and response delay.

Evaluation of External Remote Agents

Portal
Agent

All Exter-
nal Agents

Two On-site
(w/o chatbot)

Three On-site
(plus chatbot)

Two Off-site

# of External Sessions - 614 135 552 62
Avg # of Turn/External
Session

- 2.35 2.54 1.37 11.01

Avg Resp Delay (ms) 457.80 683.54 518.97 683.39 683.89
Std Resp Delay (ms) 456.86 529.74 333.72 488.56 599.19

Table 1 Performance of external agents.

First, we show the statistics such as the number of external sessions and response
delay of groups of external agents (Table 1). We looked at: all external agents com-
bined, all three on-site agents, both off-site agents, and two CMU agents excluding
the chatbot. We observed that many user requests are directed to the chat bot. More-
over, 28.8% of chatbot utterances were non-understanding recovery turns, such as
”can you please rephrase that?”, ”sorry I didn’t catch that”. The remaining 71.2%
of the chatbot turns were question-answering and chit-chat. Based on the log data
collected, we observed that users tend to talk to the chatbot after finishing a conver-
sation with one of the task-oriented external agents. After a few turns of interactions
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with the chatbot, users usually initiate new external sessions with other task-oriented
external agents. This shows the importance of handling out-of-domain utterances
gracefully to maintain the flow of the dialog.

We also note that the external sessions with off-site agents are longer than those
with the on-site ones. While the chatbot is responsible for a lot of this difference, it
is good to note that users can carry on longer conversations with the external agents
since our goal is to create a data flow for these systems.

There are two main causes of response delay: a network delay and a computation
delay. The servers for the Portal agent and the on-site remote agents are located in
Pittsburgh, so the network delay between them and the other systems was small.
Off-site systems are have a longer network delay. Table 1 shows that the total re-
sponse delay of on-site systems is longer than the delay of off-site systems. This is
because the chatbot accesses a very large database, which introduces a significant
amount of computation time. By excluding the chatbot in our calculations, we see
that the response delay of on-site systems is 24.1%(P-value < 0.001) faster than the
off-site systems.

Evaluation of the Portal Agent
We then separately assessed the Portal agent, that is, the agent that the user in-

teracts with that decides which SDS to connect to the user. We assess the Portal
agent for 1) recommendation error 2) selection error. Recommendation errors were
labeled for each system utterance with the recommendation intent with binary label
{0, 1}, where 1 means correct and 0 means incorrect.

avgExtSess select error recommend error
Master Agent 4.32 22.6% 37.15%

Table 2 Performance of the Portal agent. Since there is only one version of the Portal agent in this
study, we cannot z-normalize the scores. AvgExtSess is number of external systems accessed in
one portal session

A recommendation score gets label 1 if the users agree with the recommenda-
tion, otherwise it is 0. For example, when a system said ”Would you like to know
about next weekends weather?”, a positive reward would be received if the next user
utterance is ”yes”, ”okay” or ”what is the weather in Pittsburgh?”. Otherwise, the
system would get the label 0. The result shows that 62.85% of the requests were
successfully recommended. Selection errors were labeled for each system utterance
that switches to a new agent. If the transition is correct, it gets label 1, otherwise 0.
For example, if a user said Who is the president of South Korea? the Portal agent
should select the chatbot. Any other selection will result in label 0. 78.40% were
successfully sent to the appropriate agents. Figure 2 shows that the most frequent
error was due to the Portal agent selecting a weather or restaurant agent when a
location entity was detected in chit-chat utterances.
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Fig. 2 The external system confusion matrix for the Portal.

4 Conclusion

We have proposed a framework for the assessment of DialPort and evaluated the
Portal agent and its access to the external system based on our collected annotated
conversational data. We have identified unique challenges that DialPort faces and
have provided a comprehensive evaluation framework that covers the performance
of response delay, agent transition, and recommendation strategy for the portal. In
future work, we plan to develop data-driven models to automatically predict the suc-
cess and cost of the Portal and remote agents of DialPort, which suggests a promis-
ing research direction.
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