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ABSTRACT 
While storytelling has long been recognized as an important 

part of effective knowledge management in organizations, 

knowledge management technologies have generally not 

distinguished between stories and other types of discourse. In 

this paper we describe a new type of technological support 

for storytelling that involves automatically capturing the sto-

ries that people tell to each other in conversations. We de-

scribe our first attempt at constructing an automated story 

extraction system using statistical text classification and a 

simple voting scheme. We evaluate the performance of this 

system and demonstrate that useful levels of precision and 

recall can be obtained when analyzing transcripts of inter-
views, but that performance on speech recognition data is not 

above what can be expected by chance. This paper estab-

lishes the level of performance that can be obtained using a 

straightforward approach to story extraction, and outlines 

ways in which future systems can improve on these results 

and enable a wide range of knowledge socialization applica-

tions. 
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KNOWLEDGE SOCIALIZATION 
Much of the knowledge that is shared among members of 
communities and organizations is exhibited only in the tell-

ing of stories in spoken conversations. While support for 

storytelling in organizations has been long recognized as 

important to effective knowledge management [2][12], few 

attempts have been made to specifically support storytelling 

through technology. Instead of creating specific technologies 

for automatically capturing, analyzing, and routing stories 

that are naturally told in conversations, knowledge manage-

ment technology development has targeted the more general 

problem of supporting computer-mediated communication, 

without much regard to the genre of the content [9]. In not 

distinguishing between storytelling and other types of hu-

man-human communication, today’s knowledge manage-

ment technologies fail to exploit the value of stories in pack-
aging and transmitting tacit knowledge [13], understanding 

organizational change [10], and driving the development of 

professional training applications [5]. Furthermore, knowl-

edge management technologies have had difficulty breaking 

out of the mold of traditional networked groupware applica-

tions, which limits their applicability to the fraction of people 

who spend their days working at computer terminals.   

A different vision for knowledge management technology is 

one that is specifically targeted to the capture and use of the 

stories told in communities and organizations in the context 

of normal, spoken conversations. The role of technology 

would be to support the capture of stories from spoken con-

versations, perform a task-directed analysis of its content, 

and present stories or analysis of stories to people in service 

of their organizational tasks.  

As a hypothetical example, consider the utility of story man-

agement technology for militaries with active-duty soldiers 

who are hospitalized due to injuries sustained in battle. These 

soldiers may volunteer to have a story management system 

monitor the conversations that they conduct with hospital 

staff, visitors, and other patients. Audio clips of stories 

would be extracted and analyzed for content, and connec-

tions would be drawn between the experiences of these sol-
diers and people who are developing new military doctrine 

and in need of their first-hand subject-matter expertise. 

While they are waiting in hospitals for their injuries to heal, 

they could then be helping to ensure that other soldiers learn 

from their experiences. 

In this paper, we focus on a key enabling technology to sup-

port this vision of story-based knowledge management, 

namely the automated identification and extraction of stories 

in conversational speech. First we discuss issues surrounding 

the design of story capture devices, and motivate the need for 

high-accuracy story extraction techniques. We then describe 

our first attempt at constructing an automated story extrac-

tion system using statistical text classification and a simple 

voting scheme. An evaluation of the performance of this 

system is described, along with a review of methods that 

could be used to improve the levels of precision and recall 

that were obtained. We conclude with a discussion of appli-
cations that are enabled by our approach to story extraction. 
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DESIGN OF STORY CAPTURE DEVICES 
Possible story capture systems can be broadly classified into 

two categories. First are active story elicitation systems, in 

which users interact with a system that is actively supporting 

and engaging users in storytelling behavior. This approach is 

best exemplified by recent work on Story Listening Systems 

[3], where children’s storytelling is encouraged through in-

teraction with virtual characters in support of literacy devel-

opment. A second category of story capture is passive story 

extraction systems, where the conversations that people have 

among themselves are monitored for the presence of stories 

to be automatically extracted. Passive story extraction sys-

tems have the advantage that extracted stories more accu-
rately reflect an organization’s natural storytelling behavior, 

but the disadvantage of relying solely on the quality of auto-

mated story recognition processes.  

In our own work, we have constructed prototypes of both 

active story elicitation and passive story extraction systems. 

Our first exploration of this area was in the development of a 
Telephony Story Exchange, an example of an active story 

elicitation system constructed in the context of the IBM Re-

search Knowledge Socialization project in 2001. The proto-

type was an interactive telephony application built upon a 

speaker-independent continuous speech recognition engine 

for telephone speech. Users would call the Telephony Ex-

change Server and be prompted to tell their story. At the 

completion of a users’ story, the audio recording of the story 

would be archived along with the set of words that could 

automatically be recognized from the users’ speech. The 

system would then use the recognized words to retrieve the 
most similar story (via word overlap metrics) in the archive, 

and play back the audio of the retrieved story to the user 

(“Your story reminds me of something that someone else 

told me. Here’s what they had to say…”). 

One of the lessons that we learned in prototyping the Te-

lephony Story Exchange concerned the costs and rewards 
associated with voluntary user story contributions. Our pro-

totype sought to balance the costs associated with user story 

contributions (time, privacy, phone charges) with the pros-

pect of hearing an entertaining story that is related to the 

user’s interests. Either reducing the costs or increasing the 

rewards seemed to be necessary if the prototype system was 

to be adopted. 

Our second exploration of this area was to prototype a pas-

sive story extraction system, called the Personal Story Moni-

tor, which was also based on the use of a telephone. Instead 

of calling a special story exchange number, however, the 

Personal Story Monitor would simply listen to the words that 

the user was speaking in the course of the users normal tele-

phone conversations with other people, and extract and ar-

chive the audio segments of those conversations that were 

automatically judged to be stories (using the story extraction 

technology described in later sections of this paper). The 
implementation of this system involved a speaker-dependent 

speech recognition system that was connected directly to an 

additional microphone embedded in the user’s telephone 

handset.  

While the Personal Story Monitor greatly reduced the time 

costs associated with users’ story contribution, the cost in 

loss of privacy is substantially greater than in the Telephony 

Story Exchange. One solution is to ask users to review and 

approve the audio clips associated with extracted stories be-

fore they are archived (after each phone call, or at the end of 

each day), although this would incur a time cost. The solu-

tion that we developed in prototyping the Personal Story 

Monitor was to enable users to approve the archiving of their 

stories in real time, as they are telling them, using an interac-
tive visual indicator. When the system judges that the user is 

telling a story, an LED lamp/switch positioned next to the 

phone begins flashing, prompting the user to make an ap-

proval decision. If the user feels that they are actually telling 

a story and they want it to be contributed to an archive, they 

press on the lamp/switch, and the audio associated with the 

story they are telling (or have just finished telling) is ex-

tracted and archived. 

Our experiences in prototyping these systems lead us to be-

lieve that passive story extraction systems (with interactive 

approval) may offer an effective means of story capture with 

minimal costs for users. However, the success of these sys-

tems will depend heavily on the quality of the automated 

story recognition and extraction processes. A story recogni-

tion process with low recall performance will fail to prompt 

the user for approval when stories are actually being told, 

while poor precision performance will lead to inappropriate 
prompts that will quickly become annoying to users. A poor 

extraction process will fail to find suitable start and end 

points of extracted audio segments, preventing the full auto-

mation of a story capture pipeline. 

STATISTICAL STORY CLASSIFICATION 
The core technical component of passive story capture de-

vices is a story recognition process that accepts speech as 

input (which is processed by a speech recognition algorithm) 

and produces as out a classification of the text (story / not-

story) and a confidence score. This text processing task is 

similar in many respects to automated text segmentation by 

topic boundaries [4][6], and related tasks in topic detection 
and tracking. However, the aim in story classification is to 

separate story content from surrounding context regardless of 

whether a topic shift occurs. Likewise, the task is related to 

automated genre classification of whole documents, however 

the aim is to find the specific regions in a text that are appro-

priately labeled as stories. 

This section describes our attempt at creating a story recogni-

tion process using statistical text classification techniques, 

where training data was provided to machine learning algo-

rithms in order to identify the features (words) that are most 

indicative of story and non-story text classifications. Devel-

oping the story recognition process involved the preparation 

of training data, identifying the number of words to be 

evaluated for each classification, and trimming the feature set 

to reduce the time required for each classification.  



Preparing the Training Data 
To provide training data for the machine-learning algorithm 

it was necessary to collect a corpus of conversational speech 

data and have human raters separate story from non-story 

segments. For this purpose, we began with transcripts of 

interviews conducted in the Summer of 2004 with 10 U.S. 

Army officers (rank of Captain), originally conducted as part 

of a related project to author prototype leadership develop-

ment applications [7]. These interviews consisted of five 

sessions with pairs of interviewees, for a total of 292 minutes 

and 58,222 transcribed words.  

These transcripts were given to five human raters tasked with 

marking the continuous segments of story content in each 

text. These raters, who were graduate students and staff 

members at the University of Southern California, were 

given the following definition of a story:  

“The definition of a story is somewhat ambiguous. Gener-

ally, the stories that people tell are about events that have 

happened in the past. Accordingly, people use a lot of past 

tense verbs (e.g. said, went, gave) when telling stories. How-

ever, not all descriptions of events that happened in the past 

count as stories. Stories give descriptions of specific events 

that actually occurred, not generalizations over multiple 

events or times. Stories generally have a sequential structure 

to them, providing a description of events that happened one 

after another. Collectively, these events are composed to 

create a complete narrative. Finally, stories usually have 

some point to them: the reason that the person is telling the 

story in the first place. Sometimes stories are truly pointless, 

though, but some message is usually still conveyed.” 

Each of the five transcripts was segmented by two of the five 

raters (a different pair for each transcript), so that inter-rater 

agreement could be computed between pairs of raters. 

Agreement was computed using Cohen’s Kappa statistic, 

where raters agreed if they both thought that a given line of 

text on a printed page included text that was part of a story. 

Kappa scores were 0.66, 0.80, 0.85, 0.72, and 0.40, for an 

average score of 0.68.  

In order to create the training corpus, two separate files were 

created of story and non-story content by sorting the tran-

script texts based on the judgments of the human raters. For 

each transcript, the judgments of only one of the two raters 

were used for sorting (all five raters contributed judgments 

for exactly one of the transcripts). A total of 61 continuous 

story segments (41.1% of the 58,222 transcribed words in the 

transcripts) were sorted into the file consisting of story con-

tent. An analysis of the 61 continuous story segments identi-
fied in these transcripts indicated that the mean length of 

stories was 390 words (  = 399). 

Selecting the Word Count 
Our approach to statistical text classification is to partition 

the corpus of story and non-story text into equal-sized seg-

ments and encode them as feature vectors to be passed as 
training data to a machine learning algorithm. To use the 

classifier, unlabelled input text of the same size would then 

be encoded as a feature vector and passed to the algorithm 

for class assignment. Our first development concern is to 

identify the most appropriate size (word count) for segments 

of training and input data. A tradeoff exists between classifi-

cation performance and story size, where setting the word 

count to a low number ensures that very short stories can be 
recognized, but at the expense of overall classifier accuracy. 

Likewise, setting the word count very high will lead to better 

classification performance on long stories, but risks passing 

over stories that are very short. 

To select the smallest word count that achieves acceptable 

classification performance, a performance study was con-
ducted for word counts between 25 words and 350 words at 

25 word increments. For each increment, the training data 

was partitioned into equal-size segments of text with the 

given word count (without regard to sentence or segment 

boundaries). Both story and non-story text segments were 

then encoded as feature vectors of single words (unigrams) 

and pairs of words (bigrams), ignoring punctuation and case 

(just over 30,000 features). Then each set of feature vectors 

was used to train a Naïve Bayes machine learning algorithm. 

Stratified cross-validation (10-fold) was then used to esti-

mate each classifier’s performance on unlabeled data. Figure 
1 graphs the relative performance of each classifier, both in 

terms of percent-correct classification and using Cohen’s 

Kappa statistic (accounting for chance agreement).  

The Kappa statistic results were used to select the most ap-

propriate word count. A Kappa score of 0.6 is generally con-

sidered acceptable in information retrieval research that re-
quires inter-rater agreement between human raters. Naïve 

Bayes machine learning first achieves this level of agreement 

(between the classifier and human judgments) at 175 words 

(Kappa = 0.6152), correctly classifying 80.92% of the 325 

training examples in stratified cross validation. If we view 

the stories in our interviews as representative examples of the 

length of stories ( =390 words, =399 words), then we ex-

pect that 70.50% of stories will be longer than 175 words. 

 

 
Figure 1. Word count study 

The selection of a 175-word count was based on the criteria 

of minimum classification performance of a classifier operat-

ing on the training data, using cross-validation. We recognize 

that this selection may not yield the best overall performance 



when the classifier is integrated into the story extraction 

process. However, the analysis necessary to determine the 

best performing word count has not yet been completed. 

Reducing the Feature Set 
For many applications of story recognition (e.g. real-time 

interactive approval), it is necessary to have the story/non-

story classification operate in a reasonable amount of time. 
However, the 175-word classifier that we selected did not 

exhibit reasonable speed, largely due to the amount of time 

required to construct the feature vector for unlabeled input 

text (hashing on unigrams and bigrams to identify feature 

locations). Therefore, our second major challenge was to 

determine if the size of the feature set could be reduced 

without compromising classification performance. Our ap-

proach was to set minimum values on the number of times 

that features had to appear in the training data to be included 

as a feature in the final feature vector. A study was con-

ducted to determine largest value for the minimum feature 

count such that the classification performance was not de-
graded. Minimum feature counts from one (all 30,619 fea-

tures) to 15 (686 features) were evaluated for the 175 word-

count classifier using stratified cross validation. Figure 2 

graphs the relative performance that was obtained using 

these different encodings of the training data. 

Results indicate that acceptable Kappa scores (above 0.6) 

can still be obtained by requiring that each feature in the en-

coded feature vector appears in the training data at least 6 

times. A minimum feature count of 6 for the 175 word classi-

fier yields a Kappa value of 0.6086 and correctly classifies 

80.62% of the training data in stratified cross validation, 

while reducing the size of the feature set from 30,619 fea-

tures to just 2,064. 

 

 
Figure 2. Minimum feature count study 

STORY EXTRACTION BY VOTING 
Our next challenge was to develop a method of using the 

statistical story/non-story classifier to automatically extract 

story segments from streams of text (either transcribed or 

recognized from speech audio data). Our general strategy is 

to iteratively apply the story/non-story classifier to succes-

sive portions of the input text stream, with the heuristic that 

adjacent portions of text with the same classification are part 

of the same story or non-story text segment.  

The extraction process begins by classifying the first 175 

words in the text stream and recording the confidence level 

that the classifier assigns to a story or non-story classifica-

tion. Then the process advances the search ahead by a single 

word, classifying the second through the 176th word in the 

stream and recording the confidence level. This process con-

tinues ahead one word at a time until the window of 175 

words includes the last word in the text stream, for a total 

number of classifications equal to the number of words in the 

text stream minus 174. 

The second step in the extraction process is to smooth the 

resulting set of classifications. We selected the simplest 

method of smoothing classification data, namely to aggregate 

classification evidence using a voting scheme. The method is 

to elect either a story or non-story label for each of the words 

in the input stream, where each classifier that included a 
given word in its input span casts one vote. In this manner, 

each of the words in the document receive 175 votes (either 

story or non-story), except the first and last 175 words in the 

stream. After each of the classifiers casts its votes, the final 

label assignment for a word (story/non-story) is then deter-

mined via a simple majority.  

The third step is to extract sequences of words identified as 

contiguous stories. The application of this simple voting 

scheme yields a set of story/non-story label assignments for 

words with clear transitions between story and non-story 

word spans. Story boundaries are identified simply as con-

secutive words with different label assignments.  

Figure 3 and 4 show the results of applying the first two 

steps of this process on a segment of transcribed interview 

data collected as part of our evaluation (next section). Figure 

3 shows a series of 2000 story/non-story classifications ob-

tained by successively applying the 175-word classifier to a 

segment of 2175 words of text.  Figure 4 shows the corre-

sponding tally of votes that each of these 2175 words were 

given, graphed as how many more (or less) votes were cast 

for story over non-story labels. Story segments are identified 

in this data as continuous segments of words where there is 

one or more greater number of votes for story (5 segments 
total in Figure 4).  

While the advantage of this voting scheme is its simplicity, 

several disadvantages are apparent. First, the scheme is more 

susceptible to noise at the very beginning and very end of the 

input stream, where fewer than 175 classifiers cast votes for 
class labels. In the extreme, the first (and last) word of the 

document receives only one vote, as it is included as a word 

in the input span of only one classifier. Second, the scheme is 

susceptible to over-smoothing. Spans of story or non-story 

text that are less than 175 words are ignored because they are 

outvoted by classifications of text before and after the span.  

A straightforward improvement would be to apply a more 

sophisticated smoothing technique than voting. In signal 

processing terms, our voting scheme is equivalent to a mean 

filter with a 175-value kernel width. Smaller sized kernels or 



different filters (e.g. Gaussian) may better preserve informa-

tion that is present in the classification data. In addition, 

many of these disadvantages would be mediated if the word 

count of the story/non-story classifier could be made smaller 

(less than 175 words) while retaining a high level of per-

formance.  

For this current study, we opted to evaluate the performance 

of story extraction using the simple voting scheme, and leave 

the exploration of different smoothing techniques for future 

research in this area. 

 

 
Figure 3. A series of 2000 classifications 

 

 
Figure 4. Votes in favor of story for the 2175 words  

covered by the classifications in Figure 3. 

PERFORMANCE EVALUTION 
Although our story extraction system was developed using 

training data consisting of transcripts of audio interviews, the 

primary aim of our evaluation was to determine the perform-

ance of the system on extracting stories from speech data.  

Collecting the Test Data 
Our test data was collected by conducting interviews with 

three staff members employed by our research group. These 

interviews were informal, but where the intent of the inter-
viewer was to encourage the interviewee to tell stories, 

largely about their occupation and their recreational activi-

ties. The duration of these interviews was 28, 39 and 30 

minutes, for a total of 97 minutes. 

Before their interview, each interviewee participated in a 

speech-recognition training session using a commercial sys-

tem (IBM ViaVoice for Windows, Release 10). During the 

interview, the interviewee wore the same headset micro-

phone used during the speech-recognition training session, 

and each recognized word spoken by the interviewee was 

time-stamped and recorded to a log file. The number of 

words recognized in each interview was 1280, 3438 and 
3340, for a total of 8058 recognized words. 

In addition, audio from both the interviewer and interviewee 

was recorded and time-synced to the speech recognition sys-

tem, enabling us to identify the audio segment associated 

with each recognized word. These audio recordings were 

transcribed by hand after each interview. The number of 

transcribed words for each interviewee was 3424, 4785 and 

4663, for a total of 12872 transcribed words. The ratio of 

recognized words to transcribed words was 0.626:1. 

An analysis was conducted to determine the accuracy of the 

speech-recognition system. We used an error-rate calculation 

based on minimum edit distance (also known as the Leven-
shtein distance). The minimum edit distance between the 

transcript and the recognized words is divided by the total 

number of words in each transcript. Using this equation, we 

calculate the accuracy of speech recognition for the three 

interviews as 0.706, 0.698, and 0.856 (mean = 0.753). These 

performances levels are strikingly worse than levels that can 

be achieved for the task of open-vocabulary dictation (the 

task for which the system was trained), and underscores the 

differences between the ways that people speak in these two 

speech contexts. Still, we were interested in determining if 

the performance of the speech recognition system on conver-
sational speech was sufficient enough to support the story 

extraction task for conversational speech. 

Three raters (from the pool of five raters used in preparing 

the training data) were each given printed copies of the tran-

scripts and asked to mark story segments. These raters were 

given the same instructions and definition of a story as they 

had been given during the markup of the training data, where 

they had achieved an average inter-rater agreement of 

Kappa=0.68. 

The transcripts were then filtered by removing the lines that 

were corresponded to utterances made by the interviewer, 

leaving only the text corresponding to utterances of the inter-
viewee. Each line of printed text in these filtered transcripts 

was then numbered and labeled with the human judgment of 

either story or non-story text, which served as the basis for 

judging the performance of the automated story extraction 

system. The number of lines in each test set was 249, 377, 

and 339, for a total of 965 lines. 383 of these lines (39.7%) 

were labeled as containing story text by human raters. 

Analyzing the Test Data 
The performance of the story extraction system was evalu-

ated on both the filtered transcript data and the words recog-

nized by the speech recognition software. In each case the 

input streams were encoded as an ordered set of words, ig-

noring punctuation and case (as with the original training 



data). Story segments were identified as spans of consecutive 
words that received a majority of votes for story labels using 

our voting scheme.  

The line numbers in the test set corresponding to the start and 

end words of extracted story segments were identified for 

both types of input text, where the time codes of words and 

audio recordings were used to assist in this task for the 

speech recognition data. The system was judged as having 

made a correct judgment exactly when both the human rater 

and the system agreed that some or all of the text on the tran-

scribed line of text was part of a story, or when both agreed 

that no part of the transcribed line was part of a story. 

Figure 5 charts the story segments that were identified in 965 

lines of transcript text by human raters, our system operating 

on the transcript data, and our system operating on the voice 

recognition data. 

With 39.7% of the lines in the test set labeled as story by 

human raters, some baseline performance scores can be es-

timated. Randomly selecting a line from the test set as a posi-

tive example of a story would be correct 39.7% of the time 

(baseline precision), while selecting a random 39.7% of the 

lines in the test set would retrieve 15.8% of the actual story 

lines (baseline recall). An equally weighted harmonic mean 
of baseline precision and recall (F-score) would be 0.226. If 

we instead consider the case where the baseline system sim-

ply selects all of the lines as story content (100% recall), then 

the F-score would be 0.568. 

Analyzing the transcript data, the story extraction system 

labels 455 of the 965 lines in the test set as part of a story, 

agreeing with the human rater on 241 lines. The precision of 

the story extraction system for transcript data is 53.0% (241 

correct out of 455 lines judged as story), and the recall is 

62.9% (241 story lines found out of 383 possible). The F-

score for transcription data is 0.575. A calculation of inter-

rater agreement between the system and human raters is 
Kappa=0.253. 

Analyzing the voice-recognition data, the story extraction 

system labels 245 of the 965 lines in the test set as part of a 

story, agreeing with human raters on 97 lines. The precision 

of the story extraction system for voice-recognition data is 

39.6% (97 correct out of 245 lines judged as story), and the 
recall is 25.3% (97 story lines found out of 383 possible). 

The F-score for speech recognition data is 0.309. A calcula-

tion of inter-rater agreement between the system and human 

raters is Kappa=-0.001 (all agreement would be expected by 

chance). 

The poor precision and recall results of story extraction proc-

ess on speech recognition data is disappointing, particularly 

because there are many cases where the overlap between 

human annotations and extracted segments are remarkably 

close. Figure 6 offers an example of a case where a story just 

over 100 words was located both through an analysis of the 
transcript as well as the speech recognition data.   

In summary of these results, the performance of our story 

extraction system is very different when analyzing transcript 

data than when analyzing speech recognition data. With tran-

script data, precision and recall levels are high enough to 

provide technological support for some story management 

applications. However, when analyzing speech recognition 

data, only the recall performance of the system is above 

baseline levels that would be expected by random chance. 

Our approach to story extraction from speech recognition 

data does not achieve levels that would realistically support 
automated story collection from audio only. 

Improving the system 
There are a number of promising ways to improve the story 

extraction system, both on transcript and speech data, which 

we consider to be avenues for future research in this area. 

First and foremost, better speech recognition performance 

would greatly improve story extraction performance. Using 
speech recognition engines that are tailored specifically for 

conversational speech (or even interviews) would help a 

great deal, as well as customizing the language model for 

words that are found to best discriminate between story and 

non-story segments. Better speech recognition performance 

would definitely give us precision and recall levels closer to 

that of the transcripts of interviews 

Second, the quality of the classifier that is used to determine 

whether a span of text is part of a story could be greatly im-

 

Figure 5. Segments of stories identified in 965 lines of transcribed interview text 



proved. The challenge is not to increase its accuracy (which 

already approaches human levels of agreement), but to de-

crease the word count size. The current size of 175 words 

corresponds to an average duration of 53 seconds, based on 

the average rate of speech in the training data. Intuitively, it 

seems that people are at least an order of magnitude faster at 

accurately judging when someone has started telling a story 
to them. While collecting additional training data is an obvi-

ous direction, it would also be productive to consider using 

different types of features besides simple unigrams and bi-

grams. In particular, the preponderance of past tense and 

pronouns in stories suggest that grammatical features would 

be helpful, from simple part-of-speech tags to syntactic 

parses of phrases. Also, the presence of certain cue phrases 

[8] may be particularly useful to textual boundary detection, 

as in seen in other text segmentation research [1]. Non-

lexical features, including changes in spoken word rate, in-

flection, and turn taking in dialogue may each reliably signal 

the presence of a story boundary as well, as in other speech-
based information extraction tasks [11][14]. 

Third, the voting scheme for story extraction could be im-

proved using the various methods described in the earlier 

section of this paper, or by replacing the extraction scheme 

altogether with a different approach. One promising direction 

is to combine story detection and story extraction into a sin-

gle search for story boundaries (the beginnings and ends of 

stories), using statistical techniques analogous to those used 

for identifying sentence boundaries in speech. 

DISCUSSION 
While some of the technical challenges of story extraction 
from interviews may be overcome by pursing the improve-

ments listed in the previous section, the full utility of auto-

mated story extraction will not be realized until reliable 

speaker-independent speech recognition technology is perva-

sive. Until then, the direct application of this technology may 

be limited to a number of special cases. 

First, there are cases where reliable speaker-dependent 

speech-recognition models may be available. Insofar as these 

models achieve error rates similar to human transcriptions on 

conversational speech, then reasonable recall and precision 

performance can be achieved using the approach described in 

this paper. Second, there are many applications of this tech-
nology to corpora of interview transcripts that were created 

for purposes other than story extraction. Three examples are 

transcripts of police interrogations, transcriptions of court-

room testimony, and closed-captioning of televised inter-

views for the hearing impaired. The increasing availability of 

these materials in electronic format make possible today a 

number of applications involving the automated extraction of 

stories from these sources. 

In the near term, the broadest application of story-extraction 

technology may be in its application to written text (rather 

than transcripts of speech), particularly when applied to per-
sonal accounts of the events in people’s lives (e.g. weblogs). 

The approach outlined in this paper should work as well (if 

not better) on written text as on transcriptions of interview 

text, and could easily be enhanced by incorporating gram-

Human judgment:  

740 And one day the boss calls him into his office and says  

741 “You cant hang out with her anymore”..and he said “why?”..”well you just can’t”.  

742 Now that is really immature…I mean…I understand if you are in third grade you are in  

743 the back of the room and you are like chatting with your friend while the teacher is  

744 talking, but not in a work environment…you don’t tell people who to have lunch with  
745 and who not to have lunch with …and I think this boss was systematically telling people  

746 not to hang out with me and I don’t know why… 

Extracted from transcript: 

738 just friends from the beginning. there are people you are just friends with  

739 and you know you are gonna like and you get along with. And he and I would go to lunch  

740 all the time um and hang out. And one day the boss calls him into his office and says  

741 “You cant hang out with her anymore”..and he said “why?”..”well you just can’t”.  

742 Now that is really immature…I mean…I understand if you are in third grade you are  

743 in the back of the room and you are like chatting with your friend while the teacher is  

744 talking, but not in a work environment…you don’t tell people who to have lunch with 

745 and who not to have lunch with …and I think this boss was systematically telling people  

746 not to hang out with me and 
Extracted from speech recognition data: 

744 don't tell people who have lunch with  and 

745 not to have lunch with and I think his boss was systematically telling people  

746 not said how with me and I know new-line  

747 never figured out that my other friends would come in the same thing to really  

748 stranger he go to them and 

Figure 6. A successful story recognition and extraction from transcript and speech recognition data 



matical, case, and punctuation features, which were not iden-

tified in the speech data used in our current work. 

In this paper we have motivated the need for technological 

support for storytelling, and the capacity for automated story 

extraction, in particular. We have outlined the design of a 

number of story capture devices that would be enabled by the 
development of a reliable story-extraction algorithm that 

operates on speech data. This paper has described our first 

attempt at constructing an automated story extraction system 

using statistical text classification and a simple voting 

scheme. Our evaluation of this system has demonstrated that 

useful levels of precision and recall can be obtained when 

analyzing transcripts of interviews, but that performance on 

speech recognition data is not above what can be expected by 

chance. This paper establishes a level of performance for a 

straightforward approach to story extraction, and outlines 

ways in which future systems can improve on these results 

and enable a wide range of knowledge socialization applica-
tions. 
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