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Abstract—The importance of automatically recognizing emotions from human speech has grown with the increasing role of spoken language interfaces in human-computer interaction applications. This paper explores the detection of domain-specific emotions using language and discourse information in conjunction with acoustic correlates of emotion in speech signals. The specific focus is on a case study of detecting negative and non-negative emotions using spoken language data obtained from a call center application. Most previous studies in emotion recognition have used only the acoustic information contained in speech. In this paper, a combination of three sources of information—acoustic, lexical, and discourse—is used for emotion recognition. To capture emotion information at the language level, an information-theoretic notion of emotional salience is introduced. Optimization of the acoustic correlates of emotion with respect to classification error was accomplished by investigating different feature sets obtained from feature selection, followed by principal component analysis. Experimental results on our call center data show that the best results are obtained when acoustic and language information are combined. Results show that combining all the information, rather than using only acoustic information, improves emotion classification by 40.7% for males and 36.4% for females (linear discriminant classifier used for acoustic information).
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I. INTRODUCTION

R ESEARCH in understanding and modeling human emotions, a topic that has been predominantly dealt with in psychology and linguistics, is increasingly attracting attention within the engineering community. A major motivation comes from the desire to develop human machine interfaces that are more adaptive and responsive to a user’s behavior. There is an increasing need to know not only what information a user conveys but also how it is being conveyed. Research by psychologists and neuroscientists has shown that emotion is closely related to decision-making [1] and thus, emotion plays a significant role in the rational actions of human beings. Given the importance of emotions in human communication and decision-making, it is desirable that intelligent human-machine interfaces be able to accommodate human emotions in an appropriate way. Researching emotion, however, is extremely challenging in several respects. One of the main difficulties results from the fact that it is difficult to define what emotion means in a precise way. There are ongoing debates concerning how many emotion categories exist, how to reconcile long-term properties such as moods with short-term emotional states such as full blown emotions, and debate as to how to seek measurable correlates of emotions. Hence, an engineering approach to emotion invariably has to rely on a number of assumptions so as to bound the problem for tractability.

This paper focuses on recognizing emotions from spoken language. The importance of emotion recognition from human speech has increased significantly with the need to improve both the naturalness and efficiency of spoken language human-machine interfaces [2]. For instance, automatic dialog systems with the ability to recognize emotions can respond to callers according to the detected emotional state or they can pass control over to human operators. Automatic emotion recognizers can be viewed as systems that assign category labels to emotional states. Emotion recognition in spoken dialogs not only requires signal processing and analysis techniques, but also incorporates psychological and linguistic analyzes of emotion.

While, in general, cognitive theory in psychology argues against categorical labeling from just physiological features [3]–[5], it provides a pragmatic starting point, especially from an engineering perspective. The primary reasons for this are: 1) the lack of a definite description and agreement on a set of basic emotions [3], [6], 2) the lack of consistency in the definitions of emotions where the same emotional category tends to be described in the literature in different ways [2]. Hence, focusing on the archetypal emotions—happiness, sadness, fear, anger, surprise, and disgust—is typically justified as a way to arrive at finer distinctions. For example, Scherer explored the existence of a universal psychobiological mechanism of emotion in speech by studying the recognition of five emotions in nine languages, obtaining 66% of overall accuracy [7].

While the ability to recognize a large variety of emotions is attractive, it may not be necessary or practical in the context of developing algorithms for conversational interfaces. Based on this assumption, in this paper, we favor the notion of application-dependent emotions and thus, examine what is a reduced space of emotions. In particular, we focus on recognizing negative and non-negative emotions from speech signals using data derived from a commercially deployed automatic call center dialog system. The reason for this is that the detection of negative emotions can be used as a strategy to improve the quality of the service in automated call center applications. Most previous efforts involving emotion recognition from speech have been limited to acoustic information [8]–[11]. In the context of a conversational interface, it is, however, possible to combine lexical, semantic and discourse information in such a way that emotion recognition is maximized. This paper attempts to combine various aspects of spoken language information—acoustic, lexical, and discourse—so as to detect the user’s emotional state.
Several pattern recognition methods, using the acoustic signal information, have been explored for automatic emotion recognition from speech. For example, Dellaert et al. used maximum likelihood Bayes classification, kernel regression, and k-nearest neighborhood methods [10], whereas, Roy et al. used Fisher linear discrimination methods [11]. Petrushin developed a real-time emotion recognizer using an ensemble of neural networks for a call center application [9] and was able to achieve 77% classification accuracy for two emotional states, agitation and calm, with eight features chosen by a feature selection method.

A variety of acoustic features have also been explored. For example, Banse et al. examined acoustic profiles or vocal cues for emotion expression using actors voices for fourteen emotion categories [12]. The acoustic parameters Banse et al. used were related to fundamental frequency/pitch (F0), energy, speech rate, and spectral information in voiced and unvoiced portions. Murray et al. provided a summary of acoustic correlates for archetypal emotions from the viewpoint of speech synthesis [13]. These acoustic correlates include the following:

1) pitch-related features;
2) formant frequencies;
3) timing features;
4) voice-quality parameters;
5) articulation parameters.

A comprehensive summary of qualitative acoustic correlates for the six archetypal emotions (anger, happiness, sadness, fear, grief, surprise) is provided in Cowie et al. drawn from a vast body of literature. Cowie et al. summarized as follows:

1) voice level: signal amplitude, energy and duration have been shown to be reliable measures of voice level;
2) voice pitch;
3) phrase, word, phoneme, and feature boundaries;
4) temporal structure which refers to measures at the pitch contour level and related structures in the intensity domain.

Also, McGilloway et al. studied thirty two different acoustic features for the classification of five emotion states [14]. The acoustic features included those related to F0 (usually regarded as pitch), energy, duration, and tune (segments of the pitch contour bounded at either end by a pause of 180 ms or more). Benchmark classification was done on those features and highly contributing acoustic correlates were found using linear discriminant analysis. Data was recorded by forty readers, and “number of F0 points recovered,” “inter-quartile range for intensities at minima,” and “median of silence durations” were found to be the best among thirty two features that were considered.

Most of the previously reported studies used speech recorded from actors who were asked to express (or feign) prescribed emotions. Furthermore, most of these utterances were produced in isolation, i.e., not in any conversational context. One notable exception is the study by Batliner et al. [15]. In this work, a Wizard-of-Oz scenario was used to collect data. Subjects assumed that they were communicating with a real computer although it was actually operated by a human behind the scenes. The study reported classification of utterances into two categories: emotional and neutral. The authors used detailed about topic repetition as their discourse information to improve emotion recognition accuracy. A more detailed analysis of discourse markers related to frustration and politeness (for example, the use of swear words, negation, and the repetition of the same sub-dialog) using a child-machine interaction corpus was reported in [16]. More recently, a study by Ang et al. [17] explored the detection of user frustration using a number of dialog level features based on the DARPA Communicator corpus. In our paper, a corpus of utterances obtained from a commercially-deployed human-machine spoken dialog application was used. In summary, these investigations show the promise of using higher level linguistic information for emotion recognition.

The availability of a constrained-domain dialog application, such as an automated call center, provides the possibility of utilizing spoken language information along a number of dimensions such as through the use of acoustic, lexical (word choices), and discourse correlates of emotions. Leveraging previously published results, a number of acoustic correlates are considered in this paper and are reconciled in a systematic way using feature selection and feature reduction methods. For language information, a novel method for estimating the emotion information conveyed by words (and by sequences of words) is proposed. It is well known that people tend to use specific words to express their emotions based on associations they have learned between certain words and the corresponding emotions. In this regard, for example, psychologists have tried to identify the language of emotions through careful experimentation by asking people to list words that describe specific emotions [6]. Such results are useful for identifying emotional keywords in a generic way but do not translate directly to the problem at hand. Our interest is in associating emotions to words in spoken language and it is highly domain and situation dependent. We obtained the emotional keywords in our data by automatically calculating emotional salience of the words in the data corpus. Emotional salience is a measure of how much information a word provides about a given emotion category. The salience of a word in emotion recognition can be defined as mutual information between a specific word and emotion category. Similar ideas have been used in natural language acquisition for associating words to meanings [18].

Discourse information of emotion recognition has been combined with acoustic correlates to improve the overall performance of emotion classification [15], [17]. In [17], repetition or correction information was used for the discourse information. Batliner et al. also adopted repetition as their discourse information [15]. In this work, we separated users’ responses to the system in human-computer communication into five possible categories: rejection, repetition, rephrase, ask-start over, and none of the above. Under the label none of the above, most utterances corresponded to speech acts of the response to system information requests such as providing person or place names in this corpus. As expected, the occurrence of each discourse label is biased according to the emotion categories. For example, rejection has been found more in negative emotion utterances.

Given these various information sources, the question that remains is how to combine these information sources so as to enable emotion recognition. One strategy is information fusion at the feature level by building large dimensional input features [17]. This method suffers from potential dimensionality
issues in regards to classification with increasing feature sizes. An alternative strategy, and the one adopted in this paper, is to combine the various sources of information (acoustic, lexical, and discourse information in our case) at the decision level. For the classification of the individual data streams, we investigated both linear discriminant classifiers (LDC) with Gaussian class-conditional probability and k-nearest neighborhood classifiers (k-NN).

The rest of the paper is organized as follows: Section II describes the speech data corpus adopted for the experiments. Section III discusses the acoustic features used, and methods for feature selection, including principal component analysis (PCA). The discussion on language and discourse information is provided in Section IV, and the scheme for combining information sources is in Section V. Experimental results are in Section VI and conclusions are given in Section VII.

II. DATABASE AND PREPARATION

Developments in automatic speech recognition have benefited immensely from real-world data. Given the complexity of the definition and the range of emotion categories, the problem related to data concerns how to obtain the required amount of realistic data to do research that yields meaningful results and algorithms. Most studies in emotion recognition in speech have used actors’ voices where actors are asked to read/speak given sentences usually designed to have emotionally-neutral semantic content, with pre-specified emotions. Since those data sets are limited to utterances for archetypal emotions not in a dialog context, results based on them may not be generalized to human-machine interaction scenarios. On the other hand, real data suffers from potential coverage problem, i.e., we need vast amounts of data characterizing various emotion types, and from a large number of users and contexts, to design valid models and algorithms. Our limited-domain approach allows in-depth focus on a finite set of emotions using significant amounts of data obtained from realistic human-machine interactions.

A. Database

The speech data (8 kHz, 8 bit mu-law compressed) used in the experiments were obtained from real users engaged in spoken dialog with a machine agent over the telephone using a commercially-deployed call center application. Since most dialog turns in this corpus had one utterance, each turn is considered to be an utterance in this work. The speech database used for our experiments contained 1187 calls, each having an average of six utterances; the total number of utterances was approximately 7200.

B. Data Preparation

The original usage data corpus was comprised of calls in the order of thousands with only a fraction representing potentially negative emotions. Hence, this required some automatic preprocessing to narrow down data of interest for emotion recognition research and development. The first step was to mine this data using objective measures such as ASR accuracy, total number of dialog turns, and rejection rate to narrow down the inventory to potentially useful dialogs for our experiments. This was followed by subjective tagging of the data into one of two possible emotion categories—negative and non-negative—by four different human listeners. In our study, negative emotions represent anger and frustration in human speech, whereas non-negative emotions represent its complement, i.e., they represent neutral or positive emotions such as happiness or delight. The order of utterances was randomly chosen in order for listeners not to be influenced to guess the emotions by the situation in the dialog (thus minimizing the effect of discourse context). After administering the human listening tests, it turned out that most non-negative emotion utterances were neutral in nature, i.e., they had no apparent display of emotions.

To measure the amount of agreement among the taggers, the kappa statistic was used [19], [20]. The kappa statistic provides a measure of agreement for categorical variables in subjective tests. The kappa coefficient, $K$, is the ratio of the proportion of times that the coders/taggers agree (corrected for chance agreement) to the maximum proportion of times that the coders could agree

$$K = \frac{P(A) - P(E)}{1 - P(E)}$$

where $P(A)$ is the proportion of times that the $k$ coders agree and $P(E)$ is the proportion of times we would expect the $k$ coders to agree by chance. If there is complete agreement among the coders, then $K = 1$; whereas, if there is no agreement (other than the agreement which would be expected to occur by chance) among the coders, then $K = 0$.

The results of the values of kappa statistic, $K$, for both female and male are shown in Table I. From these results, we can conclude that there is moderate agreement among the taggers (Ang et al. obtained similar kappa statistic values for the DARPA Communicator data [17]). Such results might stem from the fact that it is also difficult for humans to distinguish emotions from speech. To see whether these results represent a significant difference from 0, i.e., the agreements by chance, we did a hypothesis test with the null hypothesis of $H_0 : K = 0$ against $H_1 : K > 0$. It has been known that $K$ is approximately normally distributed with zero mean for a large number of samples and thus we can perform normal test ($Z$ test). The results are shown in the second row in Table I and they exceed the $\alpha = 0.05$ significance level (where $Z = 1.96$). Therefore, we can conclude that the tagging exhibits a significant difference from the agreements by chance. After the database preparation, we obtained 776 utterances for female speakers with 575 non-negative and 201 negative utterances and 591 for male (452 non-negative and 139 negative emotion-tagged utterances).

III. ACOUSTIC INFORMATION

In this work, we considered 21 different acoustic correlates related to both segmental and suprasegmental information from
speech signals. These features were utterance-level statistics corresponding to fundamental frequency (F0), energy, duration, and the first and second formant frequencies.

1) **Fundamental Frequency (F0)** mean, median, standard deviation, maximum, minimum, range (max−min), and linear regression coefficient.

2) **Energy** mean, median, standard deviation, maximum, minimum, range, and linear regression coefficient.

3) **Duration** speech-rate, ratio of duration of voiced and unvoiced region, and duration of the longest voiced speech.

4) **Formants** first and second formant frequencies (F1, F2), and their bandwidths (BW1, BW2). Mean of each feature was calculated.

For speech-rate, the average length of voiced portion of speech was calculated. The linear regression coefficients for F0 were also calculated in the voiced portion of speech describing the lines that fit the pitch contour. For the linear regression coefficients of energy, the nonzero valued portion of energy was used. These are referred to as base acoustic features (correlates) since they provide the starting point for the study. Note that all the samples were normalized, i.e., the origin was shifted to the means of the features, and the variance of all features was scaled to 1.

### A. Feature Selection

Largely motivated by proposals in the published literature, all of the base acoustic correlates summarized above may not be equally useful and important for emotion recognition thereby creating the need for systematic feature selection. The rationale for feature selection is that new or reduced features might perform better than the base features because we can eliminate irrelevant features from the base feature set. This can also reduce the dimensionality, which can otherwise hurt the performance of the pattern classifiers. In this study, we used the forward selection (FS) method. First, FS initializes to contain the single best feature with respect to a chosen criterion from the whole feature set. Here, classification accuracy criterion by nearest neighborhood rule is used, and the accuracy rate is estimated by leave-one-out method. The subsequent features are added from the remaining features which maximize the classification accuracy. Stopping rule is that when the number of features added reaches the pre-set number, the selection stops.

In this study, we experimented with two sets of rank-ordered selected features. The first one had 10 best features (f10), and the other, 15 best features (f15). The best 15 chosen features for the male and female data were

**Male:** Ratio of duration of voiced and unvoiced region, energy standard deviation (STD), energy median, energy STD, F0 regression coefficient, F0 median, energy regression coefficient, energy max, energy min, energy range, duration of the longest voiced speech, F0 mean, first formant bandwidth, F0 max, and second formant bandwidth.

**Female:** Ratio of duration of voiced and unvoiced region, energy median, F0 regression coefficient, speech rate, energy min, duration of the longest voiced speech, energy regression coefficient, F0 median, F0 mean, F1, energy mean, energy max, F0 max, energy range, energy STD.

First, note that both male and female data have similar features in their best feature sets. Ratio of duration of voiced and unvoiced region, energy median, and F0 regression coefficient are included in the five-best features for both genders.

Along with the feature sets obtained by FS, a feature set calculated by principal component analysis (PCA) was obtained [21]. PCA involves computation of the sample $d \times d$ covariance matrix $\Sigma$ of the full feature set with $d$-dimensions, calculation of the eigenvalues and eigenvectors of $\Sigma$, and finally sorting it according to decreasing order of eigenvalues. Then, the $k$ eigenvectors corresponding to the largest eigenvalues are chosen to form a $k \times k$ matrix $A$ whose columns consist of the $k$ eigenvectors. We can obtain a new feature set by preprocessing features according to

$$x = A^T(x - \mu)$$

where $\mu$ is the mean vector for $x$. Obviously, the feature set after PCA is different from the base feature set since it is located in the projected feature space, and the dimension of the features can usually be reduced.

### IV. LANGUAGE AND DISCOURSE INFORMATION

Other sources of information considered in this study are language and discourse related information. From the data corpus we have, it is apparent that people tend to use specific word choices for expressing their emotions. In fact, while listening to the data which was used to tag the emotion classes, the listeners reported that they tended to feel negative emotions if they heard certain words in the utterances, e.g., “no” or swear words. People tend to use certain words more frequently in expressing their emotions because they have learned the connection between the certain words and the related emotions. This is a topic well-studied in psychology [6]. The question then becomes how to automatically learn and associate emotional information with words (lexical items) that come from data. To make that possible, we propose the notion of emotional salience.

#### A. Emotional Salience

The idea here is to automatically learn and spot “emotionally salient words” so as to improve the recognition of emotions. To identify emotionally salient words in the utterances, we adopted the information-theoretic concept of “emotional salience.” An emotionally salient word with respect to a category is one which appears more often in that category than in other categories. We used the salience measure to find and associate words that are related to emotions in the speech data.

In calculating emotional salience, first we denote the words in the utterances by $W = \{v_1, v_2, \ldots, v_n\}$ and the set of emotion classes by $E = \{e_1, e_2, \ldots, e_k\}$ (here $k = 2$, negative and non-negative), and then the self mutual information is given by [22]

$$i(v_n, e_k) = \log\frac{P(e_k | v_n)}{P(e_k)}$$

where $P(e_k | v_n)$ is the posterior probability that an utterance containing word $v_n$ implies emotion class $e_k$, and $P(e_k)$ denotes the prior probability of that emotion. We can see that if the word $v_n$ in an utterance highly correlates to an emotion class,
then \( P(e_k | v_n) > P(e_k) \), and \( \hat{i}(v_n, e_k) \) is positive. Whereas, if the word \( v_n \) makes a class \( e_k \) less likely, \( \hat{i}(v_n, e_k) \) is negative. If there is no effect by the word, \( \hat{i}(v_n, e_k) \) will be zero because \( P(e_k | v_n) = P(e_k) \). The emotional salience of a word for an emotion category is defined as mutual information between a specific word and emotion class

\[
\text{sal}(v_n) = I(E; W = v_n) = \sum_{j=1}^{k} P(e_k | v_n) \hat{i}(v_n, e_k). \tag{4}
\]

In summary, emotional salience is a measure of the amount of information that a specific word contains about a given emotion category. Illustrative examples of salient words in the data corpus are given in Table II. Emotion here represents the one maximally associated with the given word. After identifying the salient words, we retained the words that had salience values greater than a prechosen threshold.

In order to estimate the salience of words in our data corpus, unlike in the acoustic information case, we combined both male and female speech utterances because language information was deemed to be gender-independent.

After computing the emotionally salient words in the (training) data corpus, we calculated the language-related emotion recognition decision at the utterance level. Let \( E_1 \) and \( E_2 \) represent negative and non-negative emotion classes, respectively, and \( v_n \) denote the emotionally salient words obtained from the training data corpus [18], [23]. Each word in an utterance is also assumed to be independent of each other; the effect of automatic speech recognition errors is also ignored for simplicity. An input utterance, \( W = (v_{n1}, v_{n2}, \ldots, v_{nL}) \), where \( L \) is the length of the utterance, is mapped to an emotion category, \( E_1 \) or \( E_2 \). If the words in an utterance match the emotionally salient words, we can output 1 from those words; otherwise 0, i.e., it is binary output either 0 or 1. And then these binary outputs from an utterance are combined with the emotion class nodes to produce activations, \( a_k \), in which \( k \) is either 0 (non-negative) or 1 (negative). The formula for \( a_k \) is as follows:

\[
a_k = \sum_{m=1}^{n} I_m w_{mk} + w_k \tag{5}
\]

where \( I_m \) denotes indicator, which has either 0 or 1 representing either a word matched to a salient word or not, \( w_{mk} \) denotes connection weight, and \( w_k \) is bias. We can define the connection weights \( w_{mk} \) and bias \( w_k \) as follows:

\[
w_{mk} = \hat{i}(v_n, e_k)
\]

\[
w_k = \log \left( \frac{P(e_k | v_n)}{P(e_k)} \right) \tag{6}
\]

Finally, the feature related to the language information we chose is the difference, i.e., \( a_0 - a_1 \) where 0 represents non-negative and 1 represents negative, in activations since we are interested in making a decision between two emotion categories. Fig. 1 shows the block diagram for classification using lexical information. We also show an example in the figure, which comes from the data corpus.

An important and interesting point of our activation is that under the independent assumption of each word in an utterance, the activation provides a maximum a posteriori (MAP) decision [23] since

\[
P(E_k | W) = \frac{P(W | E_k) P(E_k)}{P(W)} \tag{8}
\]

\[
= \prod_{i=1}^{L} \frac{P(v_{ni} | E_k) P(E_k)}{P(W)} \tag{9}
\]

\[
= \prod_{i=1}^{L} \frac{P(E_{ki} | v_{ni}) P(v_{ni}) P(E_k)}{P(W)} \tag{10}
\]

\[
= \prod_{i=1}^{L} \frac{P(E_k | v_{ni}) P(v_{ni}) P(E_k)}{P(W)} \prod_{i=1}^{L} P(v_{ni}) P(W). \tag{11}
\]
The last term in (11) is equal to (1) because the words in an utterance are independent of each other. Taking \( \log \) on both sides

\[
\log P(E_k | W) = \sum_{i=1}^{L} i(v_i, c_k) + \log P(E_k)
\]

which is the same as the activation \( a_k \).

The aforementioned development focuses on emotional salience based on isolated words. Salience of a word can, however, be extended to include word sequences. For example, the word “damn” would be followed by “it” rather than “damn” itself, and thus, we may build salient word pairs. While such an extension appears to be promising, the sparsity of longer word sequences in our data precluded this from the present work. Similarly, we assumed perfect speech recognition (i.e., operated from true transcriptions); one reason was that the underlying automatic speech recognition (ASR) accuracy was relatively high for this constrained grammar task and the effect of ASR errors was not predominant. A possible extension in this direction would be to use word level confidence scores to weight the lexical-based emotion decision. Such extensions will be explored in future work.

B. Discourse Information

Discourse information in human-computer interaction has been suggested as being potentially useful for emotion recognition [15]–[17] and has been combined with acoustic information to improve the performance of emotion recognizers [15], [17]. In our study, the discourse labels are based on the categorization of users’ responses. We defined five speech-act like labels for categorizing the user’s response to the system: rejection, repeat, rephrase, ask-startover, and non of the above. This labeling was performed by one person. Since we did not have the system prompts, the labels were based just on the utterance transcriptions. Reaction occurred when a user rejected the system’s response. Repeat was defined as the repetition of the contents that a user said. Rephrase had the same definition as repeat, but with the difference that an utterance was repeated in a different way. The utterances in which a user asked for help or tries to go back to the beginning are defined as ask-startover. Note that the labeling of discourse information was done separately from labeling of emotions. Utterances were randomly mingled to avoid contextual influence on the labelers.

The number of utterances corresponding to each discourse label is shown in Table III. Most utterances were labeled as none of the above and corresponded to user responses to specific information requests. As expected, a large portion of utterances in the negative emotion category were labeled as rejection (26% for male data and 34% for female utterances). In contrast, only about 2% of the non-negative utterances were labeled as rejection. As features to classifiers, we combined repeat and rephrase labels into a single category because they were user responses under similar situations and this helped reduce the dimension of the feature set.

V. Combining Information Sources

This section focuses on combining the three sources of information—acoustic, lexical, and discourse information—for classifying emotions from spoken language. One possible strategy is to combine these three pieces of information at the feature level by constructing a large feature vector [17]. The problem with feature level fusion/combination is the potential of having to face the curse of dimensionality due to the increase in the input feature dimension [21]. Another scheme for combining several pieces of information is decision level fusion. We can generate multiple classifiers to manipulate the set of multiple information available to the learning algorithm. In our case, we have three independent classifiers, one each for acoustic, language, and discourse information streams, and a final decision is made by combining the output results from these classifiers. In this work, we used a simple average of the outputs from each source of information (see Fig. 2) because it achieves good performance in spite of its simplicity and less support by probabilistic interpretation [24], [25].

Let us consider the problem of combining acoustic, lexical, and discourse information at the decision level [26] (see Fig. 2.) Let \( x_n \) and \( y_n \) denote input and output for a classifier that processes different source of information, where \( n = 1, \ldots, N \), total number of classifiers. Probabilistically, \( y_n \) is the estimated posterior probability of class label given data, \( \hat{P}(E_k | x_n) \). And denote \( y \) as the final output averaged over \( y_n \) and \( x \) as feature vector representing the whole information, i.e.,

\[
x = [x_1, x_2, \ldots, x_n]^T\]

where \( T \) denotes transpose. Then the final output of the overall classifiers is given by

\[
y(x) = \frac{1}{N} \sum_{n=1}^{N} y_n(x_n)
\]

TABLE III

<table>
<thead>
<tr>
<th>Tag</th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
<td>Non-negative</td>
<td></td>
</tr>
<tr>
<td>rejection</td>
<td>37</td>
<td>7</td>
<td>72</td>
</tr>
<tr>
<td>repeat</td>
<td>4</td>
<td>35</td>
<td>23</td>
</tr>
<tr>
<td>rephrase</td>
<td>15</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td>ask-startover</td>
<td>29</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>non</td>
<td>57</td>
<td>350</td>
<td>71</td>
</tr>
<tr>
<td>total</td>
<td>142</td>
<td>454</td>
<td>209</td>
</tr>
</tbody>
</table>
In the following experiments, all the classification errors were calculated by a tenfold cross-validation. The training data was divided into ten disjoint sets of equal size, and classifiers were trained ten times, each time with a different set held out as a validation set [21]. The estimated classification error is the mean of these ten errors for the validation data. The final errors were calculated averaging over ten training data set randomly chosen from the data pool.

Table IV shows the performance comparison between different feature sets, and also compares the performance of LDC and k-NN classification methods in the context of using acoustic correlates only. The numbers of neighborhood in k-NN classifiers were set to eight for male, and four for female data. Those numbers were estimated by leave-one-out cross-validation on the whole database for each gender. For PCA, we took the dimension explaining 90% of the sum of eigenvalues. In all the cases except the male data with LDC case, the f10 feature set (ten best features) had the best performance in terms of classification error. The performance of a PCA feature set did not show improvements compared with the base feature set, but we should note that dimensionality has been reduced by PCA with comparable performance to both the base feature set and the f15 feature set. From the graph, we can see that the PCA feature set has less variation compared with other feature sets, and thus we can say that the PCA feature set is more reliable.

Next, we investigated the combination of the other sources of information with acoustic information in order to improve the performance with respect to overall classification error. The results are shown in Figs. 3 and 4, and Tables V and VI. For comparison, a baseline classification error results were included in Tables V, and VI. The baseline errors were the case when all the data were classified as non-negative, which is the most frequent class in our database. Overall, combining other sources of information with acoustic information leads to performance improvements in emotion recognition. Note that the case of the combination of acoustic and language information showed the best performance in almost all the settings. The inclusion of discourse information for this data does not seem to provide any significant improvements when used in conjunction with acoustic and lexical information. This may be due to the fact that lexical information is highly correlated with the measured discourse information. It is difficult to investigate the dependency or correlation between information in the feature level but we can explore the similarity between classifiers using the classification results that stem from them. Since each classifier has been trained using different information, if each information is calculated by a tenfold cross-validation. The training data was divided into ten disjoint sets of equal size, and classifiers were trained ten times, each time with a different set held out as a validation set [21]. The estimated classification error is the mean of these ten errors for the validation data. The final errors were calculated averaging over ten training data set randomly chosen from the data pool.

Table IV shows the performance comparison between different feature sets, and also compares the performance of LDC and k-NN classification methods in the context of using acoustic correlates only. The numbers of neighborhood in k-NN classifiers were set to eight for male, and four for female data. Those numbers were estimated by leave-one-out cross-validation on the whole database for each gender. For PCA, we took the dimension explaining 90% of the sum of eigenvalues. In all the cases except the male data with LDC case, the f10 feature set (ten best features) had the best performance in terms of classification error. The performance of a PCA feature set did not show improvements compared with the base feature set, but we should note that dimensionality has been reduced by PCA with comparable performance to both the base feature set and the f15 feature set. From the graph, we can see that the PCA feature set has less variation compared with other feature sets, and thus we can say that the PCA feature set is more reliable.

Next, we investigated the combination of the other sources of information with acoustic information in order to improve the performance with respect to overall classification error. The results are shown in Figs. 3 and 4, and Tables V and VI. For comparison, a baseline classification error results were included in Tables V, and VI. The baseline errors were the case when all the data were classified as non-negative, which is the most frequent class in our database. Overall, combining other sources of information with acoustic information leads to performance improvements in emotion recognition. Note that the case of the combination of acoustic and language information showed the best performance in almost all the settings. The inclusion of discourse information for this data does not seem to provide any significant improvements when used in conjunction with acoustic and lexical information. This may be due to the fact that lexical information is highly correlated with the measured discourse information. It is difficult to investigate the dependency or correlation between information in the feature level but we can explore the similarity between classifiers using the classification results that stem from them. Since each classifier has been trained using different information, if each information is

where $N$ is the number of classifiers to be combined. The output from each classifier is the confidence level of each information stream. At the confidence level, a classifier outputs a numerical value between [0,1] for each class indicating the probability that the given input belongs to that class. Therefore, in probabilistic notation, it can be written as

$$P(E_k | x) = \frac{1}{N} \sum_{i=1}^{N} P(E_k | x_i). \quad (14)$$

Since the estimation of posterior probability, $P(E_k | x)$, requires large number of training data converging to Bayes error rate, the estimated posterior probability would have significant error. Averaging the outputs from each classifier can provide less error-sensitive estimation of the posterior probability. The final decision is made by

$$P(E_j | x) = \arg \max_k P(E_k | x). \quad (15)$$

VI. EXPERIMENTAL RESULTS

Two different classification methods were investigated using acoustic information: linear discriminant classifiers (LDC) which assume each class has Gaussian probability density with a common covariance matrix, and also k-nearest neighborhood classifiers (k-NN). LDC’s were used for classification with both language and discourse information. Since F0-based measures were an integral part of the acoustic feature set, male and female data were considered separately. This allowed us to investigate gender-dependencies in classification using acoustic measures. In real applications, the differentiation of gender can be performed, for example, by building models for both male and female or setting a threshold for mean pitch, which can be obtained from the first 5 or 10 frames of speech data. The training data set was selected 10 times in a random manner from the whole data set for each gender with the same number of data for each class (200 for male data and 240 for female).

In the following experiments, all the classification errors were

![Combination of acoustic, language, and discourse information by averaging the outputs from each information stream.](image)
related to each other, it is highly likely to give a similar decision on a given input data. To see the dependency between the classifiers of lexical and discourse information, we calculated the Q-statistic, which measures the similarity between classifiers [27]. Q-statistic provides a pairwise symmetrical measure of similarity. For two classifiers $y_i$ and $y_j$, the Q-statistic is defined as

$$Q_{ij} = \frac{N_{11}N_{00} - N_{01}N_{10}}{N_{11}N_{00} + N_{01}N_{10}}$$ (16)
the results, we divided the data into training and testing, and explored in the future.

For the task of automatic emotion recognition. Even human beings have difficulty categorizing emotions, as evident in the low kappa statistic values in our corpus. However, we believe that we can design algorithms that will perform reasonably well in constrained domain-specific applications, such as automated call center applications that we focused on in this paper. The knowledge gained from these efforts can help us understand deeper issues and potentially extend to more general applications.

In this paper, we explored domain specific emotion recognition from speech signals using data obtained from a real-world call center dialog application. Language and discourse information, as well as acoustic features that most studies have focused on, were explored to improve the performance of an emotion recognizer. The results show that significant improvements can be made by combining these information sources in the same framework. An information-theoretic concept of emotional salience was used to obtain language-related features, which were termed as emotionally salient words in an utterance. For discourse information, we considered a simple set of five speech act categories related to the users’ response to the automated system. There are several open issues that need to be further explored in the future.

First of all, data sparsity is a significant problem in the modeling of lexical information. In the test phase of classification

...
using lexical information, many utterances were left undecided due to the fact that the words in certain utterances were not in the list of salient words seen in the training data, even if one or more words were apparently related to emotion classes. To explore this problem, we need to experiment with the dependence of language information on the number of salient words. We also need to increase the amount of data available for estimating the salient words. Finally, we need to study effective smoothing techniques for dealing with data sparsity.

Secondly, in this paper, we estimated the emotional salience calculation at a single word level; however, emotional salience should also be extended to word sequences. This may lead to a more reasonable estimation of emotional salience in the sense that human beings often incorporate word sequences to judge emotion states. This should be possible, again, with a larger data corpus. The role of speech recognition errors could be incorporated as well, say through the use of correction systems.

The third issue is how to best combine several kinds of information. In this work, we formulated this as a data fusion problem and combined information at the decision level. But there are other possible strategies for combining several sources of information; feature level fusion, or using winner-take-all method in making a decision. Also, each classifier for each type of information in this work was trained and locally optimized before the combination, and thus the results are suboptimal. Further improvements may be made if we globally optimize the parameters of the combination of classifiers by jointly training the whole system. This combination/fusion problem involving different information sources is still largely an open question that continues to be tackled by the data fusion, signal processing, and machine learning communities.

Since emotional states do not have clear-cut boundaries (even people are usually confused at figuring out the emotional states of other people), we need to explore and develop classification methods that can deal with this vague boundary problem. Preliminary results using fuzzy inference methods seem to hold promise [28]. Furthermore, we need to investigate an expanded set of emotion categories that may be useful in other applications and contexts.
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