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1 Introduction

In this study, we are interested in exploring whether people would talk with 3D
animated virtual humans using a smartphone for a longer amount of time as a
sign of feeling rapport [5], compared to non-animated or audio-only characters
in everyday life. Based on previous studies [2, 7, 10], users prefer animated char-
acters in emotionally engaged interactions when the characters were displayed
on mobile devices, yet in a lab setting. We aimed to reach a broad range of users
outside of the lab in natural settings to investigate the potential of our virtual
human on smartphones to facilitate casual, yet emotionally engaging conversa-
tion. We also found that the literature has not reached a consensus regarding the
ideal gaze patterns for a virtual human, one thing researchers agree on is that
inappropriate gaze could negatively impact conversations at times, even worse
than receiving no visual feedback at all [1, 4]. Everyday life may bring the ex-
perience of awkwardness or uncomfortable sentiments in reaction to continuous
mutual gaze. On the other hand, gaze aversion could also make a speaker think
their partner is not listening. Our work further aims to address this question of
what constitutes appropriate eye gaze in emotionally engaged interactions.

We developed a 3D animated and chat-based virtual human which presented
emotionally expressive nonverbal behaviors such as facial expressions, head ges-
tures, gaze, and other upper body movements (see Figure 1). The virtual hu-
man displayed appropriate gaze that was either consisted of constant mutual
gaze or gaze aversion based on a statistical model of saccadic eye movement [8]
while listening. Both gaze patterns were accompanied by other forms of appro-
priate nonverbal feedback. To explore the question of optimal communicative
medium, we distributed our virtual human application to users via an app store
for Android-powered phones (i.e. Google Play Store) in order to target users who
owned a smartphone and could use our application in various natural settings.

2 Study Design

This study examined users’ perceptions and reactions to a virtual human based
on various presentation types: (1) animation with gaze aversion, (2) animation
with constant mutual gaze (no gaze aversion), (3) static image, and (4) no im-
age. The animation included facial expressions, head gestures, gaze, and other
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upper body movements using our 3D chat-based virtual human (see Figure 1).
Because users were asked to use the button “Click and Hold to Speak” when
they answered each question, we designed gaze aversion as a way to intentionally
increase users’ self-disclosure and comfort [1], rather than other functions such
as turn-taking. Users answered a total of twenty four questions of increasing in-
timacy asked by the virtual human (e.g. “What are your favorite sports?”). We
borrowed the structure and context of the questions from the studies of Kang
and colleagues [6]. Since smartphones were treated as an icon of emotionally en-
gaged communication [7], the conversation scenario in our study imitated casual
chats in the format of an interview in a counseling situation to maintain the
emotionally engaged interaction.

Fig. 1: [Top] Offline, a set of utterances are recorded and then processed by a non-
verbal behavior generator (Cerebella [9]) and a lip sync process [11] The results
are stored in a BML file for later use during runtime. [Bottom] Online, a user
listens to a virtual human, then responds by holding the ‘Press to Speak’ button,
causing the virtual human to backchannel. The user responses to questions are
stored in a remote datastore (Amazon Web Services [3]). The system runs on an
Android device using the SmartBody animation system.

For Study A, a total of 89 participants (35% men, 65% women; average
39 years old) were randomly assigned to one of 4 conditions: animation with
gaze aversion (N=22), animation without gaze aversion (N=21), static image
(N=21), and no image (N=25). The participants were given $5 compensation
when they completed the study. Participation required a total of 35 minutes
on an individual basis. The pre-questionnaire included questions pertaining to
users’ demographics. There were two types of the post-questionnaires. All users
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received the first post-questionnaire, which included metrics to rate their percep-
tion of virtual rapport with and social attraction toward a virtual human. The
second post-questionnaire was also given to all users regardless of participating
in another conversation with a virtual human for the 12 additional questions.
It gauged the driving factors behind the users’ choice to continue or not con-
tinue conversing with the virtual human. It was mandatory to complete the first
session and two post-questionnaires to get compensation, but the second con-
versation was optional. This was done in order to effectively observe whether
users enjoyed conversing with the virtual human. We were motivated to conduct
a follow up study based on our results from Study A. Study B consisted of a
total of 233 participants as the participants in Study A were also included. In
Study B, we utilized the same mobile app and 4 conditions noted above. The
only exception is that participants in Study B were not required to fill out a
pre-questionnaire and post-questionnaires. Thus, we did not have participants’
demographic information. Participants were also randomly assigned to one of
the 4 conditions: animation with gaze aversion (N=66), animation without gaze
aversion (N=55), static image (N=47), and no image (N=65).

3 Preliminary Results and Discussion

For Study A, to measure the length of the conversation, we used the number of
the last question that the user answered before stopping. We had to eliminate
the data for six participants in our study given that they did not remember
what question they last answered. To analyze the remaining data, we performed
a Between-Subjects ANOVA. Our results [F(3, 79)=2.89, p=.040] with Tukey
HSD Test demonstrate that users answered more questions when they interacted
with animated characters that demonstrated gaze aversion (M=22.43, SD=3.79),
compared to interacting with static characters (M=17.26, SD=6.61). There was
no other significant difference between the other conditions, however there was
a trend that shows users answered more questions when communicating with
animated character with gaze aversion, compared to communicating with ani-
mated character with no gaze aversion (M=19.95, SD=5.91) or no image at all
(M=19.21, SD=5.93). For Study B, we analyzed the objective data for the dura-
tion of users responses. The users in the animation condition with gaze aversion
(149.5 seconds) tended to talk longer than users in the other conditions (anima-
tion without gaze aversion: 99.7 seconds, static: 128.6 seconds, no image: 125.4
seconds). There was no statistically significant difference among the 4 conditions.
However, for only gaze related conditions, the results of an Independent-Samples
T-Test analysis show that there was a strong trend [t(107.22)=2.297, p=.024]
that users talked for a longer time with an animated character with gaze aver-
sion (M=149.47, SD=148.54) than an animated character without gaze aversion
(M=99.67, SD=86.39). Regarding subjective measures, we did not find statisti-
cally significant difference for the conditions in the results of the study overall.

In general there was a trend that users interacted with a 3D animated vir-
tual human with gaze aversion more, compared to communicating with a 3D
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animated virtual human without gaze aversion, a virtual human with a static
visage, or an audio-only interface.

This study successfully utilized a virtual humans nonverbal behavior when
presented on smartphone devices to explore its effect on users responses. The
results of our study go beyond the body of existing research by validating the
previous findings in real world settings where the potential of such smartphone
devices could be fully explored with no limitations. With regard to gaze, the
results of our study revealed that users interacted for a longer period of time
with an animated virtual human that averted its gaze while listening, compared
to an animated virtual human that did not avert its gaze. Based on this observed
trend, we suggest that a virtual human should avert its gaze while listening in
interactions in order to elicit greater engagement from human users.
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