ABSTRACT

We present the results of a study in which humans negotiate with computerized agents employing varied tactics over a repeated number of economic ultimatum games. We report that certain agents are highly effective against particular classes of humans: several individual difference measures for the human participant are shown to be critical in determining which agents will be successful. Asking for favors works when playing with pro-social people but backfires with more selfish individuals. Further, making poor offers invites punishment from Machiavellian individuals. These factors may be learned once and applied over repeated negotiations, which means user modeling techniques that can detect these differences accurately will be more successful than those that don't. Our work additionally shows that a significant benefit of co-operation is also present in repeated games—after sufficient interaction. These results have deep significance to agent designers who wish to design agents that are effective in negotiating with a broad swath of real human opponents. Further-more, it demonstrates the effectiveness of techniques which can reason about negotiation over time.
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1 INTRODUCTION & BACKGROUND

Success in social tasks such as negotiation requires multi-faceted intelligence. The best human negotiators are not only able to formulate and deploy complex strategies, but also are able to take measure of their opponent and adjust tactics on the fly. Determining who to trust, when to be aggressive, and what words to speak in negotiation can have as much (or more) of an impact on outcomes as does the actual offers being made. Accordingly, any truly effective machine intelligence that would attempt to negotiate with a human would need to deftly handle these various negotiation aspects as well.

Agents that interact with humans should not simply adopt static, one-size-fits-all approaches. However, individual differences and human-agent relationships that evolve over time are difficult to understand intuitively. There are perhaps few places where these dynamics are more at the fore than in human-agent negotiation. This work examines the human-agent negotiation domain and highlights the importance of creating agents that incorporate both temporally-based models of negotiation as well as models of individual user differences. We present the results of a user study in which four negotiating agents created using a collection of agent design “best principles”, are matched against human participants. The results indicate that while each agent can do well in a vacuum of user information, future agents that could automatically detect individual differences between human opponents will perform at a much higher level.

Even in a fairly constrained domain such as negotiation where the task of a given interaction is normally quite clear, human partners often act in unpredictable ways. Classical results from human-human literature have showed the use of anger to gain concession [20], and previous work has replicated these results using artificial agents [10]. Many other similar studies have been conducted which allow a general corpus of best design practices to be constructed. However, these classical models do not often take individual differences into account when outlining strategies for succeeding in negotiation, nor do they make continuous distinctions based on the number of interactions and the length of a given set of negotiations. Furthermore, they tend to ignore the obviously harmful effect of competitive or negative emotional techniques on trust and attitude toward the opponent. This may be a reasonable assumption on simple, one-shot games, but does not serve for more realistic, repeated interactions.

This work uses virtual agents to examine individual differences between human negotiators and study effects of agent strategy at different negotiation lengths. This allows us to create superior agents that utilize more complex models of interaction. This work represents another step in outlining several negotiation features that are important for the design of realistic agents. Namely, it explores the importance of acceptance rates over time as well as detecting individual differences. When designing agents that negotiate with humans, customizing their behavior to match their partner is not simply a good principle: it provides statistical benefit.

2 BACKGROUND & RELATED WORK

2.1 Why Negotiation?

Among the myriad uses for human-aware agents, negotiation is a critical subdomain. Indeed, negotiation is both a valuable end unto itself, as well as a stepping stone onto other human-agent interactions. A broad swath of human interaction can be thought of as falling within the umbrella of negotiation—from the obviously formal negotiation present when negotiating for a job or
buying a used car to the more flexible back-and-forth associated with deciding group dinner plans or conversational flow. Other sub-disciplines of human-computer interaction have connections to negotiation as well: preference elicitation is a critical component of many negotiating agents, and turn-taking strategies are essential for any natural language-based system.

It is thus very important that human-aware agents are designed that have good models of their human partners. Whether these agents are used directly for negotiation, where they either try to outdo their human partners or to teach them, or if they are used merely for their models of human behavior, the agents must be designed according to data-backed principles.

2.2 The Ultimatum Game

In an ultimatum game, one party is given a set of resources that have a certain amount of utility. That party (the proposer) is then allowed to offer the other party (the receiver) any number of the items. Once an offer is made, it cannot be changed. The receiver may then decide to accept or reject the offer. If the offer is rejected, all resources are lost for both sides. If the offer is accepted, then the resources are distributed according to the offer. Therefore, the dominant strategy (in the simple, non-repeated form game) is to accept any offer made in order to maximize points. However, in practice, most humans experiencing such a task will reject offers considered to be too unfair [8,14,17]. In the repeated-form game, the opinion of one’s partner becomes a critical component of strategy.

When examining the effects of negotiation length and individual differences on user behavior, the ultimatum game provides a useful testing ground—it is both adequately social and repeatable. A previous study in the literature also fits these two requirements [11]. In that study, subjects were recruited from an online service (Amazon’s Mechanical Turk), and were presented with a form of Multi-Issue Bargaining task (as in [7]) where players interacted with agents over multiple rounds. Although a repeated negotiation, the task lasted for only 5 rounds.

In this current work, we extend and improve upon this previous work in three ways: a new population, a new task, and longer interaction. First, we wanted to confirm that the prior effects generalized to other subject populations and tasks, especially since much recent work has found important differences between subject populations [1,2,6]. To do so, the study presented here was conducted with a different population, a simpler task, and a longer timescale than previously used in the literature. We will show that the general design lessons from previous work largely hold.

Further, the expanded timescale of this current work allows for a more nuanced understanding of the dynamics of acceptance over time. By doubling the number of negotiation games to 10, we can detect previously unreported effects that take place after additional negotiations. Furthermore, this work shows that the success of agent strategies is highly dependent on individual differences: namely Social Value Orientation (SVO) and Machiavellianism. Future agents that detect and adapt to individual differences will therefore be more successful than this current generation.

2.3 Social Value Orientation & Machiavellianism

In addition to observations resulting from the ultimatum game, this work examines two measures of individual differences that are specifically relevant to the negotiation domain. Previous research has identified personality variables, such as SVO and Machiavellianism, that can influence public goods decisions [26]. These measures have been shown to affect outcomes in human negotiation, but there is little agreement on how they affect behavior overtime in negotiation, and even less on their impact for mixed human-agent systems [18,21]. As such, examining their effects in repeated-form human-agent negotiation is largely unexplored.

SVO [22] measures general “pro-self” vs “pro-social” tendencies. Earlier studies of people’s social value orientations [9] have demonstrated that, when faced with social dilemmas in which actions that are most personally beneficial conflict with actions that are most beneficial to a larger group or community, many people will decide to pursue communal interests at the expense of their own. Thus, concerns with their own individual outcomes do not appear to uniformly eclipse people’s considerations of their broader connections to and responsibilities toward others [4].

Studies [12,22] have consistently confirmed that, compared to those who identify themselves as individualistic, pro-social individuals are more likely to: (a) follow norms of social responsibility that dictate cooperatively sacrificing their own potential gains to improve communal interests in both simulated [3] and real-world [25] social dilemmas [1], and (b) follow norms of equality or fairness that dictate actively seeking to equalize their own and others’ outcomes, even when they could easily keep more benefits for themselves [19,21,24].

The second measure, Machiavellianism, quantifies strategic, manipulative, and goal-seeking behavior. Like SVO, Machiavellianism is particularly relevant to the negotiation domain as it has also been found to relate to strategies and behaviors employed in negotiation [27]. Specifically, Machiavellians tend to have similarities with high-narcissism and high-psychopathy subjects [15]. A quintessential Machiavellian might be considered overly rational, detached, or cold, and tend not to be influenced by emotional arguments as easily as those scoring lower on the measure [6]. Further, Machiavellians often hedge their answers when asked direct questions and prefer to obfuscate their desires and goals [27].

Because of these traits, Machiavellians can often gain advantage in certain negotiation and game theoretic tasks, as they tend to frustrate opponents’ efforts to recognize beneficial offers. These strategies have been studied primarily in short-term interactions [28], however, and may eventually lose their usefulness in repeated negotiation. Therefore, Machiavellianism is a particularly important measure to examine while studying repeated interactions [27]. Negotiators high in Machiavellianism have also been found to use different language than those lower in
Machiavellianism. This language is important when favors are unenforceable, and must be relayed purely through discussion [5].

In summary, SVO is a helpful measure for discriminating prosocial from pro-self tendencies—whether a person thinks of others or only of him or herself. Machiavellianism, by contrast, is a way of distinguishing how people think of others—in a manipulative and exploitative way, or in a more altruistic one.

3 EXPERIMENTAL DESIGN

3.1 Game Structure

Participants in this experiment were tasked with playing 10 ultimatum games in sequence against a virtual agent (they were told they would be playing against “a computer opponent”). Each ultimatum game was played on an online interface in which a series of cards depicting a specific type of fruit were shown on screen (Figure 1). The experimental goal was to test the effects and antecedents of favor-exchanging behavior. Therefore, each game either featured cards that were vastly more valuable to the player than to the agent, cards that were vastly more valuable to the agent than to the player, or of equivalent value to both parties. In this way, players could win the most points by agreeing to take few cards that were less valuable to them in exchange for the understanding that they would receive more cards that were more valuable to them during the subsequent games.

Specifically, in each game, 20 cards were shown to the player, depicting either an apple, or an orange, or a banana. All 20 of the cards shown in a given game always depicted the same fruit. Players were told before beginning that each orange they received would be worth 2 points to them, while apples and bananas would be worth only 1 point. They were also told that apples were worth 2 points to their opponent, while oranges and bananas would be worth only 1 point to their opponent.

The experiment then followed the game structure as outlined in previous work [11], in which 4 player-receiver ultimatum games are followed by 1 “reversal round” where player acts as the proposer of an ultimatum rather than the receiver. These games are summarized in Table 1. The final 5 games were an exact repeat of the previous 5, the only difference being that the agent now acts as the proposer. Consequently, players who received an apple in a previous game now act as proposers, and vice versa. This allowed the designation of 4 agents: the favor-language cooperative agent (“favor-returning”), the favor-language competitive agent (“betraying”), the non-favor-language cooperative agent (“altruistic”), and the non-favor-language competitive agent (“tough”).

In each game, players were either a receiver or a proposer of an ultimatum deal. The agent would select some number of cards to offer to the player (either 5 or 15 cards, depending on the agent and game). As in any ultimatum game, the players were then presented with the option to accept the offer (receiving the points indicated by the offer), or to reject the offer (with both sides receiving 0 points). Along with the offer, they also received a message from the agent, written in text on the screen. There was a still image of the agent’s avatar shown on the screen at all times. When the players were proposing offers, they were given the ability to designate any number of cards to offer to the agent. Once they locked in their proposal, the agent decided whether or not to accept the ultimatum, and points were awarded accordingly. All agents accepted any proposal in which they received at least 25% of the total value (in this case, 5 out of the 20 cards).

3.2 Agent Design and Experimental Manipulation

Agents differed according to two experimental manipulations. Agents were classified as either utilizing favor or non-favor language, and as competitive or cooperative. This 2x2 design allowed the designation of 4 agents: the favor-language cooperative agent (“favor-returning”), the favor-language competitive agent (“betraying”), the non-favor-language cooperative agent (“altruistic”), and the non-favor-language competitive agent (“tough”).

The cooperative/competitive manipulation affected agent behavior, whereas the favor/non-favor manipulation affected only the messages that the agent sent. The favor-language agents (Favor-returning and Betraying) requested favors in the favor-seeking games with language:

“This goal is important to me. I hope you can accept this deal as a favor to me. I’ll really owe you one.”

and on the return-opportunity games:

“Hey, thanks for doing me that favor before. Let me help you out in return.”

Non-favor-language agents (Altruistic and Tough) used more generic language, such as

“I think this deal is acceptable.”

This language is taken from [11].

The behavioral manipulation produced agent behavior that was dependent on the game. Competitive agents (Betraying and Tough), always offered only 5 out of 20 cards, regardless of the game. Cooperative agents (Favor-Returning and Altruistic), however, offered 5 out of 20 cards on the favor-seeking games, but offered 15 out of 20 cards on the return-opportunity games. In this way, they were more “fair”, alternating between claiming the majority of the cards when they were of particular value to them and offering a majority of the cards when they were of particular value to the player. The agents thus vary along two axes—one according to “word” and the other according to “deed”. By exposing participants to one of these four agents, this design allows us to determine both the dynamics of user acceptance as it evolves over all 10 games, and the individual differences of the players that may become relevant.
3.3 Recruitment and Methodology

The experiment randomly matched participants against one of four agents. 106 participants (53 male, 47 female, 6 did not disclose) were recruited via advertisements on the Craigslist website. They were offered $30 to spend approximately one hour at our facility, during which they engaged in two studies (one unrelated to the results of this paper). This experiment took approximately 15 minutes, during which the participants were provided instruction in the game, then played through all ten games. Participants were told that they would be awarded a small bonus based on their performance in the game, with higher points scored during the experiment translating into greater chances for rewards. In addition to collecting information about the participant’s performance in the game, demographic data was also collected for each participant via a short survey before the games began. This included standard data such as that contained in the US Census (race, age, gender, etc.). During this pre-survey phase, participants were also asked to fill out standard, previously validated individual difference scales designed to determine their SVO and Machiavellianism scores. Following the pre-survey, the participants engaged in all ten ultimatum games in sequence. In our results, we discuss both the percentage of players that accepted ultimatums in a given game, as well as the total number of cards kept by the player during games in which they were a proposer.

4 RESULTS

When analyzing the results, it is important to note that the quality of offers varied from game to game, as well as by condition. People are more likely to accept oranges than apples simply because oranges are more valuable to them, and acceptances rates are higher in the return-opportunity rounds. This is true even in the competitive condition, where offers are bad (see Table 1). This baseline difference doesn't matter to the analyses of this section, because the analyses always look at differences between conditions in the same game or game type (favor-seeking vs. return opportunity), and do not compare results from different game types.

We analyze these results in terms of acceptance rates of agent offers. Higher rates mean that the offer was accepted by more participants, and is thus construed as more effective.
Game 1 presented no opportunities for betrayal or returning of favors since it was the first game. By game 2, however, the first game in which favor-language agents either come through with their promise to return the favor (favor-returning) or betray that promise (betraying), we found a backfire effect of betrayal that is similar to the one observed in [11]. Although the interaction and effect of favor could only be considered trend-like at best ($\chi^2 = 1.44$, $p = .23$ and $Z = 1.28$, $p = .20$), with the significant effect of offer ($Z = 3.42$, $p = .001$), the pattern suggests that betraying agents' offers are least likely to be accepted (see Figure 2). Because game 2 was a return-opportunity game where cooperative agents made good offers, agents' offers were more likely to be accepted than rejected ($Z = 4.90$, $p < .001$).

In games 3 through 8, the only significant effect of condition that emerged was the effect of offer (see Table 2). Across all offer games, cooperative agents gain acceptance more than competitive agents ($Z > 2.16$, $p < .03$). The effect of being cooperative prevailed onto favor-seeking games when these agents made bad offers. However, the likelihood of accepting offers overall depends on game: in favor-seeking games, agents' offers were more likely to be rejected than accepted ($Z > 2.45$, $p < .01$), whereas in return-opportunity games (where cooperative agents made good offers), agents' offers were more likely to be accepted than rejected ($Z > 3.63$, $p < .001$). This oscillating acceptance rate occurred even for competitive agents, again due to the aforementioned baseline difference.

At the end of the interaction in games 9 and 10, the benefit emerged for the favor-returning agent. In game 9, there was a significant interaction between offer, favor, and accept ($\chi^2 = 4.38$, $p = .04$) such that favor-returning agents' offers were most likely to be accepted (as can be seen in Figure 3). This interaction qualified a significant effect of offer on acceptance ($Z = 3.59$, $p < .001$) and a trend for an effect of favor on acceptance ($Z = 1.48$, $p = .14$). As in other return-opportunity games, offers were more likely to be accepted than rejected ($Z = 3.48$, $p < .001$).

### Figure 3: The effect of offer and favor on likelihood of accepting the agent's offer in game 9

![Figure 3: The effect of offer and favor on likelihood of accepting the agent's offer in game 9](image)

---

**4.1 Agent Performance over Time**

To begin, we tested the effect of offer and favor language individually in each game in which the player acted as receiver. For these games, we conducted 2 (offer: competitive or cooperative) × 2 (favor: favor language or no favor language) × 2 (accept: yes or no) log-linear analyses. Next, for the reversal games, we conducted 2 (offer: competitive or cooperative) × 2 (favor: favor language or no favor language) ANOVAs on the amount user kept for themselves.

---

**Table 2: The effect of offer on ultimatum games where agent makes an offer (games 1-4 and 6-9)**

<table>
<thead>
<tr>
<th>Game</th>
<th>Acceptance Rate</th>
<th>Z-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Competitive</td>
<td>Cooperative</td>
</tr>
<tr>
<td>1</td>
<td>43%</td>
<td>34%</td>
</tr>
<tr>
<td>2</td>
<td>58%</td>
<td>92%</td>
</tr>
<tr>
<td>3</td>
<td>17%</td>
<td>40%</td>
</tr>
<tr>
<td>4</td>
<td>45%</td>
<td>91%</td>
</tr>
<tr>
<td>6</td>
<td>19%</td>
<td>38%</td>
</tr>
<tr>
<td>7</td>
<td>47%</td>
<td>94%</td>
</tr>
<tr>
<td>8</td>
<td>19%</td>
<td>58%</td>
</tr>
<tr>
<td>9</td>
<td>49%</td>
<td>85%</td>
</tr>
</tbody>
</table>

*** is $p < .001$, ** is $p < .01$, * is $p < .05$.

---

In game 1, we tested for failure of random assignment. There was a significant interaction between offer, favor, and accept ($\chi^2 = 9.51$, $p = .002$) such that participants were much more willing to accept offers from the betraying agent than the favor-returning agent. Fortunately, this random variation did not have downstream consequences and does not moderate any of the effects in the subsequent game ($Z < 0.99$, $p > .32$).

---

**Figure 4: The effect of SVO and favor on acceptance across favor-seeking games**
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4.2 User’s Individual Differences and Agent Performance

To explore which agents performed best based on users’ individual differences, we first conducted a 2 (offer: competitive or cooperative) × 2 (favor: favor language or no favor language) x 2 (SVO: pro-social or pro-self) ANOVA on the number of times users accepted the agent’s offer in favor-seeking games. A marginally significant effect of SVO emerged such that pro-self individuals were less likely to accept the agent’s offer in these games (M = 1.14, SD = 1.26) than pro-socials (M = 1.51, SD = 1.24; F(1,84) = 3.00, p = .08); however, this was marginally qualified by an interaction with favor condition (F(1,84) = 3.64, p = .06). As depicted in Figure 4, favor-language agents perform better with pro-social individuals than pro-self individuals. As above, cooperative agents (M = 1.71, SD = 1.37) perform better in these favor-seeking games than competitive agents (M = 0.89, SD = 0.97; F(1,84) = 8.39, p = .005).

We examined whether these effects held for return-opportunity games. A marginal effect of SVO emerged, but in contrast to favor-seeking games, pro-self individuals were more likely to accept the agent’s offer in these games (M = 3.08, SD = 1.34) than pro-social individuals (M = 2.70, SD = 1.50; F(1,84) = 3.65, p = .06). Because cooperative agents made better offers in these games, they did much better than competitive agents (M = 2.07, SD = 1.42 vs. M = 3.67, SD = 0.91; F(1,84) = 37.38, p<.001).

In addition to SVO, we also considered which agents performed best based on players’ Machiavellianism scores. We thus conducted a 2 (offer: competitive or cooperative) × 2 (favor: favor language or no favor language) x 2 (Machiavellianism: high or low) ANOVA on performance across the favor games. As reported above, we observed effects of offer condition (F(1,91) = 10.42, p = .002) and trends for interactions between offer and favor (F(1,91) = 2.47, p = .12). However, effects of and interactions with Machiavellianism could only be considered trend-like at best (Fs < 1.90, ps>.17). For the return-opportunity games, however, we found both an effect of offer condition (F(1,91) = 45.63, p<.001) and a significant interaction with varying Machiavellianism scores (F(1,91) = 7.03, p = .009). Competitive agents perform worse when playing with users high in Machiavellianism (as depicted in Figure 4). Although the three-way interaction did not approach significance (F(1,91) = 0.26, p = .61), inspection of the means reveals that this is driven more by users higher in Machiavellianism punishing the betraying agents that failed to return favors in these games. In an analysis across all games, there was also an effect of offer condition (F(1,91) = 45.72, p<.001), but not of favor condition (Fs < 1.65, ps>.20).

5 DISCUSSION

Our work has implications for both general design of agents who engage in repeated negotiations with users, and—importantly—for such agents that are specifically designed for users with certain personalities.

5.1 Designing Agents for Repeated Negotiations

First, the results show that there is a cost of betrayal associated with aggressive early strategies (as shown in literature). Already by game 2, users were reluctant to accept an offer from the betraying agent compared to the agent that was merely competitive (Figure 1). In terms of agent design, agents should not both present poor offers and promise good ones—such a deception will be quickly identified. Rather, performing positively by actually delivering good offers seemed to garner the desired high acceptance rates from users. There did not, however, appear to be any benefit to additionally using favor language (as the favor-returning agent did) in those early games. In short: Figure 2 shows no short-term advantage of using favor-language.

However, the later games paint a far-different story. While users were quick to be cued to the less-than-fair behavior of agents when those agents used favor language, they also eventually detected poor offers regardless of favor language. Furthermore, as Figure 3 shows, by game 9, players rewarded a history of combined good behavior and favor-language by accepting offers from the favor-seeking agent significantly more than other agents. This benefit of cooperation takes some time to create (in this case, 9 games).

These general results themselves extend previous work. We replicate several effects found in literature, and do so using a population with different demographics (Craigslist instead of Mechanical Turk) and different task (Ultimatum instead of Multi-Issue). Moreover, the benefit of cooperation as demonstrated in game 9 is a new effect; by extending the interaction, this work uncovered new temporal effects. There appears to be a tradeoff between short-term and long-term performance that this work begins to quantify. Disreputable actions (such as lying or aggressive techniques) may have immediate gains. But these results show not only that users discover these tactics, but also
that positive actions and congruence between word and deed can have positive outcomes in the long-term.

5.2 Designing Agents for Repeated Negotiations

While general advice on avoiding betrayal costs and gleaning cooperative benefits is helpful, it ultimately restricted by the myriad individual differences found in negotiators. These “best practices” incrementally push the gold standard for negotiating agents, but do not fundamentally change the algorithms behind them. To this end, we examined the effect of two oft-used individual difference measures to determine the effect of agent strategy on user behavior, in the hopes that there would be effects that advanced agents could exploit.

When examining the SVO of participants, it was found that pro-social users were more likely to grant agent favors than pro-self users. In other words, the social language used by the agent was far more likely to sway pro-social participants (see Figure 4). However, attempting to use this favor language with pro-self users was worse, on average, than simply avoiding using the favor language at all. In short, knowing certain traits about the user can lead to substantial benefits, but guessing incorrectly could backfire. Armed with this knowledge, agents can be designed whose behavior is determined (in part) by models that incorporate such user traits. Given the promise of existing methods of automatically detecting user traits [13], this should be compelling evidence that such lines of research will prove rewarding. By using self-reported measures of individual difference (as done here) or ideally by determining SVO while engaging in negotiation, agents should be able to improve their performance.

The final measure examined was Machiavellianism. Similar to SVO, Machiavellianism score had a significant effect on user behavior when confronted with different agents. Here however, it was the quality of offers (not the language) provided by the agents that caused a behavioral split. As illustrated in Figure 5, users high in Machiavellianism punish competitive agents when those agents have an opportunity to provide good offers. Inspection of the 3-way means revealed that this effect is particularly driven by the betraying agent. Although providing bad offers constantly (the competitive conditions) was shown to provide a constant, negative, main effect throughout the study, high-Machiavellian individuals punish the betraying agent with vindictive gusto, leading to far fewer acceptances in return-opportunity rounds. In this, as with SVO, it is important to know one’s enemy: a good model of the opponent can lead to agents avoiding the pitfall of making overly aggressive offers when dealing with a known high-Machiavellian.

These results demonstrate that the careful design of the strategy of negotiating agents is critical to success. Successful agents must weigh carefully what they know about their opponent and what they know about the structure of the negotiation itself (particularly, how long it will last). Provided with these tools, the next generation of negotiating agents can provide a more robust, effective, and realistic experience when interacting with diverse users.
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