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Abstract. Research show that teacher’s nonverbal immedianyhave a positive

impact on student’s cognitive learning and aff@d][ This paper investigates the
effectiveness of nonverbal immediacy using a virtuaman. The virtual human

attempts to use immediacy feedback to create rapgth the learner. Results
show that the virtual human established rappott Ve@arners but did not help them
achieve better learning results. The results algmest that creating rapport is
related to higher self-efficacy, and self-efficasyelated to better learning results.
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Introduction

In recent years, there has been significant pregiethe development of advanced
computer-based learning environments. These sydtanesdemonstrated the potential
to promote learning gains that far exceed whatypscal of classroom instruction.
Some of the systems are successfully making thesitran out of the research
laboratory and into widespread instructional use eikample the math tutor developed
by Carnegie Learning and foreign language and @ultourse developed by Alelo Inc.
Despite these impressive achievements, computedbiastruction falls short of the
effectiveness of human tutors [4][5], and much aesle remains both in terms of
identifying why certain techniques are effective dmow to exploit these techniques to
promote efficient learning.

Researchers have investigated the potential of quepieal agents to promote
learning for years. Few formal studies have dematedd that pedagogical agents can
improve learning gains [8][1][2]. What constitutes effective teacher is a fundamental
guestion to pedagogical agents design. Past résbac shown that teacher’s verbal
and non-verbal immediacy can have a positive impacstudent’s cognitive learning
and affect [32, 31]. Much of the research on teadhemediacy has focused on
nonverbal cues and seems to indicate that immed@mgs increase teaching
effectiveness. Anderson [32] defines nonverbal coksmmediacy as eye contact,
gestures, relaxed body position, direct body pamsitoward students, smiling, vocal
expressiveness, movement and proximity.

We have designed a virtual human that attemptsséononverbal immediacy to
produce a sense of rapport from a human speake.virttual human, called the
Rapport Agent, tracks the human speaker’s proseegd movements and posture in
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real time, and rapidly producing contingent feedbathead nods, postural
mirroring)[11]. Rapport is argued to underlie sigxdn negotiations and conflict
resolution [12][13], improving worker compliance 41 psychotherapeutic

effectiveness [15], improved quality of child c4t®] and, improved test performance
in classrooms [17]. Cappella [9] states rapporbéo“one of the central, if not the
central, constructs necessary to understandingessfid helping relationships and to
explaining the development of personal relationshipn this paper, we investigate
whether the virtual human who exhibit immediacy débr can build rapport with

learners and help them learn. We hypothesize thmmediacy feedback will be

perceived as helpful and can help student leaterbet

Rapport Agent

The Rapport Agent was designed to establish a sehsapport with a human
participant in “face-to-face monologs” where a hangarticipant tells a story to a
silent but attentive listener. In such settingsmbn listeners can indicate rapport
through a variety of nonverbal signals (e.g., noddipostural mirroring, etc.) The
Rapport Agent attempts to replicate these behatiomigh a real-time analysis of the
speaker’s voice, head motion, and body postureyigirgy rapid nonverbal feedback.
Creation of the system is inspired by findings tfeslings of rapport are correlated
with simple contingent behaviors between speaker letener, including behavioral
mimicry [18] and back-channeling (e.g., nods [Bapport Agent uses a vision based
tracking system and signal processing of the speé@pial to detect features of the
speaker and then uses a set of reactive rulesvie tthe listening mapping displayed in
Figure 1. The architecture of the system is alspldied in Figure 1.

To produce listening behaviors, the Rapport Agast tollects and analyzes the
speaker's upper-body movements and voice. For tiegedeatures from the
participants’ movements, we focus on the speakerasl movements. Watson [19] uses
stereo video to track the participants’ head pasitand orientation and incorporates
learned motion classifiers that detect head nodbs sirakes from a vector of head
velocities. Other features are derived from thelireg data. For example, from the
head position, given the participant is seated fixed chair, we can infer the posture
of the spine. Thus, we detect head gestures (sbd&es, rolls), posture shifts (lean left
or right) and gaze direction.

Acoustic features are derived from properties @& fitch and intensity of the
speech signal, using a signal processing packag&lN, developed by Mathieu
Morales. Speaker pitch is approximated with thestregm of the speech signal [20] and
processed every 20ms. Audio artifacts introducedhleymotion of the Speaker’s head
are minimized by filtering out low frequency noisgpeech intensity is derived from
amplitude of the signal. LAUN detects speech intgn&ilent, normal, loud), range
(wide, narrow), and backchannel opportunity po{derived from [21]).
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Figure 1. Rapport Agent architecture and behavior mappibeta

Recognized speaker features are mapped into liggemimations through a set of
authorable mapping language. This language supmateral advanced features.
Authors can specify contextual constraints on tistg behavior, for example,
triggering different behaviors depending on théestd the speaker (e.g., the speaker is
silent), the state of the agent (e.g., the ageiobising away), or other arbitrary features
(e.g., the speaker’'s gender). One can also spémifiporal constraints on listening
behavior: For example, one can constrain the numbdyehaviors produced within
some interval of time. Finally, the author can $fyewariability in behavioral
responses through a probability distribution ofadi#nt animated responses.

These animation commands are passed to the Smar@Buoohation system [22]
using a standardized API [23]. SmartBody is dedigiweseamlessly blend animations
and procedural behaviors, particularly conversatidehavior. These animations are
rendered in the Unreal Tournament™ game enginalepiayed to the Speaker.

Method

One-hundred forty-four people (62.5% women, 37.5%n)nfrom the general Los
Angeles area participated in this study. They weegeruited by responding to
recruitment posters posted on Craigslist.com anck wempensated $30 for one and
half hour of their participation. On average, tlatigipants were 39.5 years oldif =
19, max = 60,std = 11.6) with 15.8 years of educatianif = 12,max = 20,std = 1.6).

1. Design

To investigate the impact of rapportful feedbacklesrning, we conducted the study
using three kinds of virtual agents. The first wét agent is a “good virtual listener”
(the “Responsive” condition). The agent providgspatful feedback by synthesizing
head gestures and posture shifts in response tordsaof the learner's speech and
movements. The second virtual agent, a “not respensistener” (the “Non-
responsive” condition), is one that does not previapbportful feedback but still tries to
be attentive. The agent gazes at the learner bes dot provide any feedback in
response to the learner. The last agent is an fiiggdistener” (the “Ignore” condition),
who does not pay attention to the learner. Thisiagees not maintain gaze with the
learner nor respond to the learner. The manipulatidd gaze was inspired by
Bailenson’s study [24], which illustrated that stats learned better when looked at



more by a virtual teacher. Mutlu et al. [25] alsmurd that increased gaze from a
storytelling robot facilitated greater recall ot events.

The study design was a between-subjects experimght three conditions:
Responsive (n = 51), Non-responsive (n = 47), amdbre (n = 46), to which
participants were randomly assigned.

2. Procedure

The participant first signed the consent form aochgleted the pre-questionnaire. Then
the participant was assigned the role of the speahe the confederate was assigned to
the role of the listeneMext, the speaker was led to the computer roomenthie
listener waited in a separate side room. The speaé@ed one of two videos. One of
the videos was a Tweety and Sylvester cartoon.ofter video is taken from the Edge
Training Systems, Inc. Sexual Harassment Awarenddso. The video clip,
“CyberStalker,” is about a woman at work who reesiwnwanted instant messages
from a colleague at work. Which one of the vide@swhown was randomly decided.

After the speaker finished viewing the video, tigteher was led back into the
computer room, where the speaker was instructedt&dl the stories portrayed in the
clips to the listener. Speakers sat in front obmputer monitor and sat approximately
8 feet apart from the listener, who sat in fronacofV. They could not see each other,
being separated by a screen. The speaker saw ttmlvagent displayed on the
computer monitor. The Speaker was told that thiairagent on the screen represents
the human listener. While the speaker spoke, 8tener could see a real time video
image of the speaker retelling the story displayedhe TV. Next, the experimenter led
the speaker to a separate side room. The speakgleted a questionnaire about the
contents of the video he/she just saw. During tinme, the listener (the confederate)
remained in the computer room and spoke to the @mbat he/she had been told by
the speaker.

Later, the speaker was led back to the computenrand watched remaining of
the two videos. The speaker then retold the st@desayed in the clips to the listener.
After that, the speaker filled out another questaire about the contents of the video
while the listener (the confederate) remained & ¢bmputer room and spoke to the
camera what he/she had been told by the speaken. the speaker completed the post-
questionnaire. Finally, participants were debriefedlividually. No participants
indicated that they believed the listener was dexterate in the study.

3. Equipment

Two Videre Design Small Vision System stereo camevare placed in front of the
speaker and listener to capture their movementseelrhPanasonic PV-GS180
camcorders were used to videotape the experimeativas placed in front the speaker,
one in front of the listener, and one was attadbetthe ceiling to record both speaker
and listener. The camcorder that was in front & $ipeaker was connected to the
computer monitor in front of the listener, in order display video images of the
speaker to the listener. Four DELL desktop computeere used in the experiment.
The animated agent was displayed on a 30-inch Agiglglay to approximate the size



of a real life listener sitting 8 feet away. Theled of the speaker was displayed on a
30-inch TV to the listener.

4. M easures

Learning Scale. We constructed a learning questionnaire for eadbozi There are
14 questions regarding the content of the Tweety Sylvester cartoon video and 15
guestions about the Edge Training Systems, Incu8le®arassment Awareness video.
Each correct answer gets 1 point. Sample quesitiwhsgde: “When Sylvester first saw
Tweety, what was Tweety doing?” and “What was tt@man's response to her co-
worker when he suggested that she report the mea$3” We constructed 3 learning
scales: Total Score, First Video Score and Secdddd/Score. The Total Score is the
sum of points from questionnaires regarding bottieos. Since which video was
shown first had no significant interaction with exipment condition on all the scales,
we constructed a First Video Score scale that'sstita of points from questionnaires
regarding the video that's shown first and a Secofideo Score scale for
guestionnaires regarding the video that's shownrsg.c

Rapport scale. We constructed a 10-item rapport scale (coefiicepha = .89),
presented to speakers in the post-questionnairs. Sdale was measured with an 8
point metric (1 = Disagree Strongly; 8 = Agree 8gly). Sample items include: “I
think the listener and | established a rapport” andelt | was able to engage the
listener with my story.”

Self-performance. Speakers’ self-assessed performance in the sppaksk was
measured using this scale we constructed (coefficidpha = .85). Sample items
include: “I think | did a good job telling the stdrand “I had difficulty explaining the
story” (reverse coded). This scale was issuedamptist-questionnaire.

Helpfulness, distraction, agent naturalness. For helpfulness and distraction scale,
we constructed 2 items for each scale, with Crohisaalpha coefficient of .64 and .49,
respectively. These scales were measured with goi8t metric (1 = Disagree
Strongly; 8 = Agree Strongly). We also construcied6-item agent naturalness
scale,with Cronbach’s alpha coefficient of .77.sTecale was measured with a 8 point
metric (0 = Disagree Strongly; 8 = Agree Stronglifiese three scales were issued to
speakers in the post-questionnaire. These scatlesxed how helpful the listener’s
feedback was, how distracting the listener’s feellbsas, and how natural the agent
appeared to be, respectively.

Pre-questionnaire packet. In addition to the scales listed above, the pre-
guestionnaire packet also contained questions afweels demographic background,
personality [26], self-monitoring [27], self-consubness [28] and shyness [29]. Scales
ranged from 1 (disagree strongly) to 5 (agree gigon

Post-questionnaire packet. In addition to the scales listed above, the post-
guestionnaire packet also contained questions &mie speaker self-focus, other-
focus, embarrassment, speaker’s goals while exptaithe video and listener’s traits
[30]. Scales from [30] range from O (not at all)advery). Other scales ranged from 1
(disagree strongly) to 8 (agree strongly).



Result

Data from 11 participants were excluded due toneh difficulties and missing data.
As a result, data from 133 sessions were includgtié analysis, 48 in the Responsive
condition, 41 in the Non-responsive condition addrithe Ignore condition.

We performed a pairwise means analysis on meassadés across 3 conditions
using the Tukey test (see Table 1). On the overathtion, participants interacted with
the Responsive agent talked longer than thoseaitesnt with the Ignore agent. The
subjects from the Responsive condition also talkedjer when retelling the second
video.

Table 1. Comparison of learning results, rapport and oef-report measures. Columns share the same
subscripts connote a significant difference atlphalevel of .05 between them.

M easures Responsive Non-r esponsive Ignore
Duration 249.83 241.24 212.57
First Video Duration 114.13 114.29 99.34
Second Video Duration 133.52 126.95 113.23
Total Score 20.61 19.90 21.18
First Video Score 10.07 9.46 10.39
Second Video Score 10.54 10.44 10.80
Rapport 4.47, 3.7G 3.66
Self-performance 5.19 5.06 5.20
Helpfulness 5.43 451 4.34
Distraction 3.76 4.85 4.59
Agent naturalness 4.39 4.42 4.27

Overall, there was no significant difference betwele three conditions on the
Total Score, First Video Score and Second Videor&c®articipants from the
Responsive condition reported higher rapport tHasse from the Non-responsive
condition and Ignore condition. The subjects inte¥d with the Responsive agent also
felt that the feedback provided by the agent warerhelpful than those who interacted
with the Ignore agent. There was no significantedédnce on how distractive the agent
feedback was and how natural the agent’s behavést ®n average, subjects from all
conditions evaluated their own performance aboaisdme.

Table 2. Correlation between Rapport, Total Score and otlagiables. Columns with a * indicating the
correlation is significant at an alpha level of..05

Correlation Rapport Total Score
Duration -0.118 .075
Rapport N/A -.069
Self-performance 336 * .251*
Helpfulness .484 * -.024
Distraction -.539 * .051
Agent naturalness 312 * -.057

We then conducted a correlation analysis to testctirrelation between rapport
and the learning measures. From Table 2 we canttsserapport is positively
correlated with Self-performance, feedback helpfah and agent naturalness and
negatively correlated with how distractive the feack was. However, there was no
significant correlation between self-reported rappmd total score. Duration was also
not correlated with either rapport or Total ScoFeedback helpfulness, feedback
distraction and agent naturalness did not correldte Total score. Interestingly, self-
performance is positively correlated with the tatabre.



Discussion

In this paper, we presented our investigation efdBeack immediacy using a virtual
human. The results showed that immediacy feedhadiltced higher sense of rapport
but did not help the learner perform better on rtbeall test. However, we found a
“ceiling effect” on the recall test probably becaubke learning materials (the videos)
were too easy. Some studies [1, 8] show that pejlegloagents may not make a
significant impact on learning easy concepts bus@on learning difficult concepts.

One factor that had a significant impact on therea results is age. Age had a
significant negative correlation with learning rksu(r=-.222). We conducted a
hierarchical multiple regression relating experitneandition to learning measures,
controlling for the potential effect of age. Theult showed that the model as a whole
is significant (F(2,127)=3.82%=.024) but age is still the significant predictdrtbe
learning result (befge-.232,p=.008) compare to the experiment manipulation.

The results showed that self assessment of perfaenaas positively correlated
with both rapport and learning gain. Self-perforeggiean be considered as an index of
learner’s self-efficacy. This result suggested thatlback immediacy can be related to
higher self-efficacy. And higher self-efficacy cha related to better learning results.

There are several limitations of the current stuihye learning materials (contents
of the videos) were relatively straightforward. Ttedatively easy learning material
created a “ceiling effect” on the recall test. FExdample, even on the most difficult
qguestion about the Tweety and Sylvester cartoolf, dfathe people answered the
guestion correctly. Over 65% of the learning questihad over 70% of correct answer
rate. This means that over 70% of the subjects arexiithose questions correctly.

The analysis presented here was mostly based émepelt measures. In the
future, the analysis can be extended to behavi@sores such as speech disfluency,
explaining style (e.g. summarizing or reasoningj #re quality of the explanation the
speaker produced (e.g. how much correct informatiaa conveyed). Previous studies
also showed that some individual differences suelgyness can influence how one
react to virtual human’s rapport building behavi6}. Similar analysis of individual
differences can be conducted on the learning meaSome studies on pedagogical
agents [2][8] indicated that pedagogical agents matymake a significant impact on
learning easy concepts but do so on learning diffimoncepts. Better learning material
can be used to avoid the “ceiling effect” encousderhere and facilitate this
investigation in future studies.
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