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ABSTRACT
Trust is critical to the success of human-robot interaction (HRI).
Research has shown that people will more accurately trust a ro-
bot if they have a more accurate understanding of its decision-
making process. Recent research has shown promise in calibrating
human-agent trust by automatically generating explanations of
decision-making process such as POMDP-based ones. In this pa-
per, we compare two automatically generated explanations, one
with quantitative information on uncertainty and one based on
sensor observations, and study the impact of such explanations on
perception of a robot in human-robot team.

1 INTRODUCTION
Trust is critical to the success of human-robot interaction (HRI)
[7]. Research has shown that people will more accurately trust
an autonomous system, like a robot, if they have a more accu-
rate understanding of its decision-making process [6]. The Par-
tially Observable Markov Decision Process (POMDP) is one such
decision-making process, providing a framework for optimized
decision making that is commonly used by robots, agents, and
other autonomous systems [5]. While the computations required
by POMDP algorithms typically obfuscate the decision-making pro-
cess from people, recent research has shown promise in calibrating
human-agent trust by automatically generating explanations of
POMDP-based decisions [11].

In this paper, we build on our previous work in automatically
generated explanations and seek a deeper understanding of the
impact of such explanations on human perceptions of a robot. We
specifically focus on comparing two types of explanations: one
that provides quantitative information on uncertainty and one that
provides detailed information about sensor readings. We extend
our previous discussions based on measures of trust and team per-
formance to consider human perceptions of the robot, such as
predictability, a factor critical to trust in HRI. We use a testbed that
stimulates trust behaviors when interacting with a simulated robot.
By comparing online participants with robots using different expla-
nations, the analysis presented here can have useful implications
for the design of explanation-mechanisms for robots of the future.

2 RELATEDWORK
Explanations have shown to contribute to people’s understanding
of a robot’s decisions in a way that provides transparency and
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improves trust [1]. Our goal is to create an automated, domain-
independent method for generating explanations that has the same
impact as the manually crafted explanations used in prior work.
Recent work on generating explanations based on Markov Decision
Problems (MDPs) [2, 11] has shown promise as to the potential
success of applying a general-purpose explanation on top of an
agent’s decision-making process.

There are a variety of studies that measure the impact of forms
of explanation on people’s perceptions of risks and uncertainties
when making decisions. A survey of these studies across multiple
domains indicates that “people prefer numerical information for
its accuracy but use a verbal statement to express a probability to
others.” [9]. On the other hand, one study in the survey contrasted
a numeric representation of uncertainty with more anecdotal evi-
dence and found that the numeric information carried less weight
when both types were present [4]. A study of risk communication
in medical trade-off decisions showed that people performed better
when receiving numeric expressions of uncertainty in percentage
(67%) rather than frequency (2 out of 3) form [13]. In translating
our robot’s POMDP-based reasoning into a human-understandable
format, our explanation algorithms use natural-language templates
inspired by these various findings in the literature.

3 HRI TESTBED
We carry out our investigation in the context of an online HRI
testbed, described in detail in [10]. For the study discussed here, we
configured the testbed to implement a scenario in which a human
teammate works with a robot to carry out three reconnaissance
missions that require the human teammate to search buildings
in a foreign town. The virtual robot serves as a scout, scans the
buildings for potential danger, and relays its findings. The robot
has an NBC (nuclear, biological, and chemical) weapon sensor, a
camera that can detect armed gunmen, and a microphone that can
identify suspicious conversations.

The human must choose between entering a building with or
without protective gear. If there is danger in the building, the human
will be fatally injured if not wearing the protective gear. In such a
case, the team incurs a 3-minute time penalty. However, it takes
time to put on and take off protective gear (20 seconds each). If the
human fails to search all the buildings in town within the time limit,
the mission is a failure. So the human is incentivized to consider the
robot’s findings before deciding how to enter the building. Details
on how the task is modeled as an Partially Observable Markov
Decision Process (POMDP) are discussed in [12].
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4 EVALUATION
We used the online testbed to conduct an evaluation study on how
the robot’s explanation impacted trust and team performance. De-
tails of the study methodology can be found in [12]. In this paper,
we focus on the comparing two automatically generated explana-
tions, confidence-level explanation and observation explanation.
Both explanation include a robot’s decision from its scouting report
(e.g., “I have finished surveying the doctor’s office. I think the place
is safe.”) The confidence-level explanations augment the decision
message with additional information about the robot’s uncertainty
in its decision (e.g., “I am 78% confident about this assessment.”). The
observation explanations instead augment the decision message
with non-numeric information about the robot’s sensing capability
(e.g., “My sensors have not detected any NBC weapons in here.
From the image captured by my camera, I have not detected any
armed gunmen in the cafe. My microphone picked up a friendly
conversation.”) These explanations will thus potentially help the
robot’s teammate understand which sensors are working correctly
and which ones are not.

Previous analyses have shown that both type of explanations
fostered the robot’s trust relationship with its human teammate
and improved transparency communication and team performance,
compared to when no explanations were offered. And no significant
differences were found between these two type of explanations on
self-reported trust and team performance ([12]. This paper focuses
on participants’ perception of the robot, measured using items from
[8] and items developed by the researchers (e.g., items regarding the
robot’s ability to be aware of its limitations, which can particularly
be influenced by confidence level explanations).

5 RESULTS
The trust in robots scale by [8] includes 40 items, presented in
10-point Likert scale. Independent-samples t-tests were conducted
to compare the perception of the robot for participants who re-
ceived confidence-level explanations and sensor-observation ex-
planations. There were significant differences on perceptions that
the robot did “openly communicate” (Mconf = 8.77,Mobs = 7.38,
p = .0262), “processes adequate decision-making ability” (Mconf =

8.67, Mobs = 7.88, p = .0447) and “predictable” (Mconf = 7.28,
Mobs = 8.30, p = .0234). No significant difference was found on
the other items from the scale.

Independent-samples t-test was also conducted to compare the
perception of if “The robot is aware of its own limitations” (7-point
Likert scale). Results show that participants rated the robot that
provided confidence-level explanation significantly higher than the
robot that provided sensor-observation explanation (Mconf = 5.06,
Mobs = 4.02, p = .0148).

6 DISCUSSION
In this paper, we compared the impact of two different automatically
generated explanations on the perception of the robot in in human-
robot teams. The results show that a robot with explanations that
contain numeric information of uncertainty was perceived to be
more openly communicative with more adequate decision-making
ability but less predictable, compared to a robot with explanations
that present its sensor readings (and in non-numeric form). This

result is somewhat inline with the result on the perception of the
robot’s ability to be self-aware of its limitations — a robot with
confidence-level explanations is perceived with higher on this abil-
ity. The confidence-level explanation contains information of the
robot’s assessment of the uncertainty of its own decisions. Com-
munication of this information indicates that the robot is aware of
its shortcomings, yet still willing to relay that to its teammate. Per-
haps the confidence-level explanation served as an easy-to-parse
decision heuristic for the human teammate, while presenting sen-
sor observations did not necessarily highlight its ability to make
decisions. Thus, a robot with confidence-level explanations was
perceived to be a better decision-maker. Interestingly, however, a
robot with confidence-level explanations is perceived to be less
predictable. This may be due to the fact that such information does
not explain why the robot’s confidence level changes.

In our previous work, we did not find any significant difference
between these two types of explanations on perceived trust and
transparency, compliance with the robot’s recommendations, and
team performance. The results presented here indicate that not only
are these two explanations not created equal, but they may have
impact on human-robot teaming and human teammates’ behaviors.
For example, those who are less adept with uncertainty, emotionally
and cognitively [3], may not work well with a robot that they
perceive to be not as predictable. Further research is under way to
study the role of individual differences in the design of automatically
generated explanations to build trust in human-robot teams.
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