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Abstract We describe the dialogue model for the virtual humans developed at
the Institute for Creative Technologies at the University of Southern
California. The dialogue model contains a rich set of information state
and dialogue moves to allow a wide range of behavior in multi-modal,
multi-party interaction. We extend this model to enable non-team ne-
gotiation, using ideas from social science literature on negotiation and
implemented strategies and dialogue moves for this area. We present
a virtual human doctor who uses this model to engage in multi-modal
negotiation dialogue with people from other organizations. The doctor
is part of the SA3O-ST system, used for training for non-team interac-
tions.
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1. Introduction

Virtual Humans Rickel and Johnson, 1999b are autonomous agents
who can play the role of people in simulations or games. These agents
generally have some or all of the following properties:

- humanoid body (either a physical robot, or animated body in a
  virtual environment)

- cognitive state, including beliefs, desires or goals, intentions, and
  perhaps other attitudes

- embeddedness in the real or a virtual world
- interactivity with the world (or a virtual world), other virtual humans, and real people, including perception of events and communication, and ability to manipulate the world and/or communicate with others

- believable human-like behavior, including affective reasoning and behavior

Virtual humans can play an important role in helping train skills of interacting with others who have different beliefs, goals, and styles of behavior. By building virtual humans that are not just humanoid in appearance and external behavior, but which also have internal models (including beliefs, goals, plans, and emotions) and ability to reason over these models and formulate appropriate strategies and behaviors on the basis of the models and perceptual input, virtual humans can behave appropriately for a range of social relationships. These kinds of agents have also been referred to by similar terms, including animated agents Rickel and Johnson, 1999a, or embodied conversational agents Cassell et al., 2000.

With respect to the dialogue capability, virtual humans have a number of similarities with both task-oriented dialogue systems and chatterbots. Like task-oriented dialogue systems, they generally have knowledge of tasks, and models of the steps involved in the task and how to talk about them. However, generally task-oriented dialogue systems strive to solve the problem as efficiently as possible, minimizing the opportunity for misunderstanding, even if this leads to unnatural and un-human-like dialogue. On the other hand, virtual humans strive for human-like dialogue so as to train communication behaviors that might transfer to real human interaction. Moreover, for training, efficiency in task performance and brevity is not necessarily an advantage – the longer the interaction the more opportunity for learning. Like chatterbots, virtual humans have a focus on believable conversation, but their purpose is not to convince someone that they are actually human, but merely serve as competent role-players to allow people to have a useful interactive experience.

Our virtual humans have been developed incrementally over a number of years, with developments being made in several aspects (Rickel and Johnson, 1999a; Hill, 2000; Rickel et al., 2002; Traum and Rickel, 2002; Traum et al., 2003; Gratch and Marsella, 2004). These virtual humans are embedded in a dynamic virtual world, in which events can happen, agents can perform actions, and humans and virtual humans can speak to each other and communicate using verbal and non-verbal means. The virtual humans are extensions of the Steve agent Rickel and Johnson,
1999a, and include sophisticated models of emotion reasoning Gratch and Marsella, 2004, dialogue reasoning Traum and Rickel, 2002 and a model of team negotiation Traum et al., 2003. Agents use a rich model of dialogue closely linked with a task model and emotional appraisals and coping strategies for both interpretation of utterances as well as for decisions about when the agent should speak and what to say.

In previous work Rickel et al., 2002; Traum et al., 2003, we described a negotiation model that could allow virtual humans to engage as teammates. To negotiate and collaborate with humans and artificial agents, virtual humans must understand not only the task under discussion but also the underlying motivations, beliefs and even emotions of other agents. The virtual human models build on the causal representations developed for decision-theoretic planning and augment them with methods that explicitly model commitments to beliefs and intentions. Plan representations provide a concise representation of the causal relationship between events and states, key for assessing the relevance of events to an agent’s goals and for assessing causal attributions. Plan representations also lie at the heart of many reasoning techniques (e.g., planning, explanation, natural language processing) and facilitate their integration. The decision-theoretic concepts of utility and probability are key for modeling non-determinism and for assessing the value of alternative negotiation choices. Explicit representations of intentions and beliefs are critical for negotiation and for assessing blame when negotiations fail Mao and Gratch, 2004.

This model assumed that teammates shared common end goals, participated in a social institution with roles that the participants played, and had strong trust in the other teammates’ abilities and veracity. It did not address how virtual humans might interact in the case where these factors were lacking, and how to begin to form them through interaction.

In this paper, we extend the dialogue model to allow for non-team negotiation. The extended model allows for the case in which relationships may need to be developed during the interaction, and in which the virtual human’s behavior may be very different depending on the nature and strength of the relationships. We also present Dr Perez, an implemented virtual human who uses this model to negotiate in a prototype training application.

In the next section, we describe the information state dialogue model for virtual humans. This includes both aspects of information state and dialogue moves. In section 3 we describe how this model is used in understanding and producing communicative behavior. In section 4, we discuss non-team negotiation. After a brief survey of literature in the
area, we describe our domain testbed and then our first synthesis of this work in terms of strategies for virtual humans, and then extensions to the dialogue model to make use of these strategies. In section 5, we show two example interactions with this agent, showing how the dynamic trust model is developed during the interaction and how this can affect the agent’s choice of utterance. We conclude with some brief remarks about evaluation and future directions.

2. Dialogue Model

Our virtual human dialogue model uses the Information-state approach Larsson and Traum, 2000; Traum and Larsson, 2003. In this approach, dialogue is modelled using the following aspects:

- an Information State - including representations of the information used to model dialogue context, distinguishing one (point in a) dialogue from another.
- a set of dialogue moves, which represent contributions to dialogue and packages of change to the information state
- a set of rules (or other decision procedures) for modelling the dynamics of dialogue, including the following types of rules
  - recognition rules - that interpret raw communication input (e.g., speech, text, gestures) as dialogue moves
  - update rules - that govern the change in information state based on observation of dialogue acts
  - selection rules - that choose a set of dialogue acts to perform, given a configuration of the information state
  - realization rules - that produce communicate output behavior that will perform the set of dialogue moves.

Rules have a condition part (that specifies constraints on the information state that must be satisfied in order for the rule to fire) and an effect part (that specifies how the information state changes when the rule applies)

- an algorithm that specifies the order and priority of rule application.

There are several toolkits that allow one to specify an information state, dialogue moves, rules, and an algorithm, in order to create an information state dialogue system. These include TrindiKit Larsson et al., 1999, Dipper Bos et al., 2003 and Midiki Mitre Corporation, . Rather
than using one of these toolkits, our dialogue manager is implemented in SOAR Laird et al., 1987. Like these information state toolkits, SOAR has an information state, consisting of objects with links to values and other objects. In this sense it is very much like the information state of Godis Cooper and Larsson, 1999 and EDIS Matheson et al., 2000 which are based primarily on AVM-like record structures. Soar also is a rule-based language. SOAR's main algorithm is to apply all rules simultaneously, and order of application is achieved by using referring to dynamic aspects of the information state in the condition parts of the rule. E.g. if rule 1 has a condition that requires the presence of a particular value in the information state and that value is only set by rule 2, then rule 2 will fire before rule 1. While the main body of dialogue processing is achieved by application of rules in SOAR, there are also other computational mechanisms that can be used, e.g., general programs in TCL, and an input/output interface that can send and receive information from external system modules written in any language.

There are two main differences in our virtual human dialogue model that distinguish it from most other information-state based dialogue managers. First, the information state and sets of dialogue moves are divided into a number of layers, each covering a different aspect of communication Traum and Rickel, 2002. We believe the scope and breadth of these layers exceeds any other implemented dialogue system in terms of the range of phenomena modelled, allowing our virtual humans to engage in multiparty dialogue, multiple, temporally overlapping conversations, and both team and non-team negotiation. Second, many other parts of the virtual human model, including task reasoning, planning, emotion reasoning, and goal-directed behavior are also represented in the same information-state approach within SOAR as the dialogue model, allowing very rich interaction between these components. Dialogue rules may make use of these aspects of the information state in all phases of processing, from recognition of dialogue moves to generating behavior.

In the rest of this section, we give an overview of the aspects of information state and dialogue moves that are most important for dialogue processing. In the next section we overview the arrangement of dialogue processing rules.

2.1 Information State Aspects

Figure 1.1 shows some of the top level aspects of the dialogue information state. The ontology contains mostly static information about subcategorizations, including selection restrictions of roles for events, and group membership. The lexicon maps words from English and the
external recognizers to the internal task and dialogue ontology. The participants list keeps track of all participants (both real and virtual) in the simulation, including information about distance and accessibility for contact, and hypotheses about current gaze and attention of the participants. Social state information includes both the roles and relationships that participants hold to tasks and each other, as well as the obligations and social commitments to propositions that participants hold toward each other.

- ontology
- lexicon
- participants
- Social State
- speech-event-history
- Conversation(s)
- Social-planning

Figure 1.1. Main Top-level Aspects of Information-state

Multiple conversations can be active at a time, and each one has its own internal structure. Conversation structure includes

- a list of participants in the conversation (who are assumed to understand the grounded contributions), divided into active participants who perform speaker and/or addressee roles in utterances of the conversation, and overhears (who don’t).
- modality of the conversation (face to face, radio, etc)
- the turn-holder (a participant, or none)
- the initiative-holder (a participant or none)
- the purpose of the conversation (e.g. to negotiate a task), if any
- a history of utterances that are part of the conversation
- a history of concept mention
- a structure of questions under discussions
- a grounding structure, consisting of a bounded stack of common ground units Traum, 1994
The social planning structure contains information useful for planning and recognizing future dialogue actions. The main aspects are:

- a set of potential obligations, including actual discourse obligations (Traum and Allen, 1994), as well as those that would be established if an open grounding unit were to be grounded and those that would be established based on conditional rules if the antecedent is planned;
- a set of expectations of what is likely to be said next, following from what has been said (e.g., reactions to a suggestion, or discussion of a next step in a plan after the current topic of discussion);
- an agenda of partially ordered dialogue goals.

The goals on the agenda can come from domain goals in the task model (including various types of communication, such as getting another agent to do something, agreeing on a solution, getting permission, or seeking knowledge), the emotion model, or other aspects of the agent’s reasoning process. The agenda is used both for generating new initiatives (see section 3.1), and as a further source of expectations for use in interpreting utterances that don’t refer to the context of what has been recently said or observed, in a manner similar to the account of plan and question accommodation in Larsson, 2002.

In addition to these aspects of the dialogue information state, dialogue processing also makes use of a number of information state elements from other modules, including a causal history of past events, the current world state, and plans. Also used are assessments of utility of possible actions and emotional appraisals of potential actions.

### 2.2 Dialogue Moves

The dialogue model includes multiple layers of interaction, each with associated parts of the information state and dialogue moves. These layers are described in more detail in Traum and Rickel, 2002. Figure 1.2 shows the set of acts in each layer used in the current implementation.

The forward and backwards acts together are classes as core speech acts, while the other classes are grouped together as other dialogue act. Core speech acts are most directly connected to the social state part of the information state, adding and relieving obligations, social commitments, and affecting social relations. These acts also have functions related to influencing the topics under discussion in the conversations that they are a part of.

Core speech acts have a content which is either a state, an action description or a question about one of these. Each of the states and
actions in the task model is annotated with semantic information that can be used to describe and recognize description of these states in natural language (and our speech-act based agent communication language). Speech recognition and natural language interpretation produces similar contents from spoken utterances. Dialogue processing then compares the NL representation to the relevant task model representations, and, if a sufficiently close match can be found with a task model state or action, that is seen as the referent.

Unlike many accounts of the effects of these speech acts (e.g. Cohen and Perrault, 1979; Allen, 1983; Cohen and Levesque, 1990; FIPA, 1997), there are no direct effects on the beliefs, desires or intentions of the conversational participants. This allows for the possibility that participants are insincere in their utterances. Following Traum and Allen, 1994, the direct effects involve social commitments, and one may then infer from these commitments the beliefs or intentions commonly associated with these utterance types, given additional assumptions.

Assertions will have the effect of establishing a commitment by the speaker that the state holds, or that action happened, is happening, will happen, or should happen, depending on the tense and aspect of the utterance. Info-requests have a question as their contents. Questions are (possibly partial) propositions together with a designated $q$-slot indicating the part of the proposition asked about. Info-requests have as their effect an obligation to address the question. Requests have an action as content, and the effect is an obligation to address the request, e.g., to consider and give feedback on the request. Orders, which can only be performed by a superior to a subordinate in the social structure, have as their effect an obligation to perform the action that is its content. Suggestions do not impose obligations, but do focus the topic on the action.
3. Dialogue Processing

Language processing occurs in two distinct and interleavable "cycles", one for understanding language and updating the information state, and a second for producing language. This separation of input and output processing cycles allows the agent to have an arbitrary interleaving of contributions by itself and others rather than enforcing a rigid turn-alternation. Each communicative contribution is simultaneously interpreted at each layer, and may correspond to a number of acts at different layers. The interpretation cycle includes stages for speech recognition, semantic parsing, contextual processing, including reference resolution, intention recognition and dialogue act interpretation, and finally updating the information state.

Generation usually starts from an intention to perform one or a small set of acts, however any realized utterance will also correspond to a number of acts, some of which (e.g., turn-taking) may be as much a result of the timing of the performance with respect to other events as to the planned behavior. Generation proceeds from one of two sources: reactions to utterances of others and events in the virtual world, and initiatives which proceed from the agents own goals and agenda.

There are different sorts of reactions which are prompted by different aspects of the dialogue information state, including returning greetings, grounding understood material and repairing material that was not understood, addressing obligations, and reacting to proposals. Some are predicated on the agent having the turn (or at least another agent not having the turn), while others (e.g., repairing errors, reacting to danger) are not, and can produce interruptions. There is also a partial order priority scheme so that, e.g., addressing an obligation takes priority over merely acknowledging that a question has been asked.

3.1 Initiative Model

The initiative model consists of three main components, which handle three central problems:

- What to talk about
- When to talk about it
- How to talk about it

The first component is modelled by the agenda, mentioned in section 2.1. Whenever the agent forms communicative goals, these are added to the agenda. Goals on the agenda may be ordered with respect to each other, and special track is kept of all possible next items and
the current agenda item that the agent is focused on. For each item, a record is also kept of how many times and in which ways this item has been talked about.

There are multiple ways to trigger the agent to take the initiative. Policies can be set to monitor certain conditions of the dialogue, other mental state, or the environment. These initiative policies can also be individually turned on or off according to a threshold for initiative level, and a current initiative level that is part of the agent’s personality profile. Currently the following policies are used:

- when a threshold for too much silence has been exceeded: this is used to insure that a conversation will not stagnate, even if a user does not know what to say
- when a threshold for too many cumulative errors in understanding has passed: this is used to take control when the user is having problems understanding or making him or herself understood.
- when a threshold for too many consecutive irrelevant utterances has been exceeded: this is used to insure that the conversation does not drift off the topic of the conversation. In some cases a user may be trying to speak relevantly, but go beyond the comprehension capability of the agent, either by using unknown vocabulary, constructions, or implicit connections that the agent’s inferential power is unable to connect. In all of these cases having the agent take the initiative often makes the conversation more fluent.
- at the directive of a human controller or director agent: this is used to trigger initiative “manually” or for some other reason outside of the reasoning of the agent itself.

When an initiative trigger is reached, the agent will chose an item at the top of the agenda (usually the current item, if there is one), and proceed to take the initiative. There is still the issue of how to address the agenda item. This depends in part on what kind of item it is and other factors of the domain and context for the conversation. In general, though, there is a cascade of several different modes and a count of how many times an agent will use that mode. For instance, in the MRE domain Traum et al., 2004, when the Sergeant wants to propose an item that he’d like the Lieutenant (his superior, but also his trainee) to do, he sequentially uses the following modes to bring up the desired action:

1 hint: mention an end goal of the action (according to the task model) that is currently unfulfilled, or a pre-condition of the action that has already been met, thus enabling the action.
2 suggest: directly suggest the action itself as a possibility
3 request: specifically request permission to perform the action
4 perform: perform the action without authorization (unless specifically prohibited)

Together, these factors of the initiative model allow the agents to engage in mixed-initiative dialogue, with the level of initiative that the agent takes being a factor both of customizable parameters as well as dynamic conditions of the dialogue.

4. Non-team Negotiation

The model presented in the previous sections was designed mainly for team interaction, where it is assumed that the teammates have the same general goals, although they may disagree and negotiate about the best ways to achieve those goals. For more general situations, we must generalize the model of negotiation to include neutral and adversarial conditions.

4.1 Orientations Toward Negotiation

One of the central ways to characterize negotiation under adversarial conditions is with respect to the tension between competition and cooperation. Negotiators may have different goals, perceive themselves in conflict over those goals but may also perceive the need to cooperate to some degree to achieve their goals. In this view, one can characterize the state of a negotiation process from the perspective of the competitive/cooperative orientation of the parties to the negotiation and the strategies they employ in light of those orientations. Specifically, one oft-made distinction is between integrative and distributive Walton and Mckersie, 1965 situations. If a negotiation is a win-lose game where there is a fixed value to be distributed, then it is called distributive. There will be a winner and a loser. In contrast, an integrative situation is one where both sides can potentially win, a win-win situation where negotiation could add value and be of benefit to both sides. These basic distinctions presume some commitment to engage in negotiation. However, an individual may simply believe that there is no possible benefit or even need to negotiate. This individual may have an orientation to simply avoid the negotiation or deny the need for it, what is termed avoidance (e.g., Sillars et al., 1982). We thus start with three basic orientations toward a negotiation: avoidance, distributive, and integrative. Whenever an agent seriously considers a negotiation situation it will choose one of these three orientations.
Negotiators may perceive a situation as one to be avoided, or as a distributive or integrative situation regardless of whether this reflects the true situation. Changing the perceptions of other agents is often one of the main tasks in a successful negotiation. Based on current perceptions, people tend to use a range of dialog tactics consistent with their orientations Putnam and Jones, 1982; Sillars et al., 1982. Avoidance tactics include shifting the focus of conversation and delays. Distributive tactics can include various defensive moves such as stating prior commitments that bind the negotiator or arguments that support the negotiator's position. Distributive tactics can also be more offensive, such as threats, criticisms, insults, etc. Integrative tactics are more cooperative with negotiators actually attempting to see issues from the other's perspective. Tactics can be arguments that support the other's position, acceptances of offers, offers of support, etc. Note at a finer grain of analysis, the tactics employed have both instrumental and affective components. For example, distributive tactics, besides trying to gain competitive advantage, tend to be associated with angry or intimidating behavior whereas the integrative tactics try to promote a positive affective climate Putnam and Jones, 1982.

Negotiators will often shift orientations during the course of a negotiation. Several factors have been identified as being critical to moving towards an integrative orientation, including acts of reciprocity, establishing trust, reinforcing shared goals, etc. (e.g., Wilson and Putnam, 1990).

4.2 Domain Testbed: support operations

Whether it is Kosovo, East Timor, or Iraq, one lesson that has emerged from attempts at "peacemaking" is that negotiation skills are needed across all levels of civilian and government organizations involved. To have a lasting positive effect, interactions between military and locals must be carried out in a way that generates goodwill and trust. We have selected this general class of operations as a testbed for our work on negotiation.

More specifically, we are developing a training scenario in which a local military commander (who has a rank of captain) must negotiate with a medical relief organization. A virtual human plays the role of a doctor running a clinic. A human trainee plays the role of the captain, and is supposed to negotiate with the doctor to get him to move the clinic, which could be damaged by a planned military operation. Ideally, the captain will convince the doctor without resorting to force or threats and without revealing information about the planned operation. Figure 1.3
Figure 1.3. VR clinic and virtual human doctor

shows the trainee's view of the doctor in his office inside the clinic. The success of the negotiation will depend on the trainee's ability to follow good negotiating techniques, when confronted with different types of behavior from the virtual doctor.

4.3 Negotiation Strategies for Virtual Humans

One of our first steps toward implementing a virtual doctor character was to analyze how people act in that role. To this end, we have been conducting a series of role-play sessions, in which one person plays the role of the captain while another plays the role of doctor. Each is given a short set of instructions with different background information, goals, and resources for the negotiation, but given freedom as to how to conduct the negotiation and react to their partner. In these dialogues we can see examples of each of the orientations described in the previous section. For example in (1), the doctor displays an avoidance orientation, and is able to divert the topic of the conversation from the move to the military's role in upcoming operations for over 10 turns (only the first few are shown here). In (2), we see a doctor illustrating the distributive orientation, contesting the basic facts and goals rather
than working together on common issues. In (3), we see an example of integrative orientation, the doctor having accepted the danger of the current location and willing to meet the captain’s goals if his own are also addressed.

(1) C: it’s a temporary move, once the battle is over, you will be moved back.

D: Why don’t you cancel your battle? Why don’t you not kill these people.

C: We’re not the ones deciding the battle.

D: You’re the ones here. You’re telling me this.

(2) C: We need to move as soon as possible. There are insurgents in the area. This is very unsafe, you’re putting yourself and your patients in danger.

D: Why? I don’t want to move. I have all these patients here. They won’t move, if I move who would who could save them?

C: Sir, Everyone is in danger! If we stay here there’s ...

D: I’m not in danger

(3) C: insurgents will not hesitate to harm civilians if that’s their path that they need to take. They won’t hesitate to harm doctors, a doctor or even injured patients if they feel that’s the the means to their end.

D: well

C: this is why you need to come to us.

D: I think we can make a deal. You can give me medical supply, and then we can go with you. I need supplies as soon as possible. As you can see, we are running out of supplies.

We have developed strategies for each of these orientations. Our virtual humans can use the strategies to adjust their behavior toward the orientations described above. A strategy consists of several aspects including: entry conditions, which indicate when adoption is appropriate; exit conditions, which indicate when the strategy should be dropped (often in favor of more appropriate strategies); associated moves, which can be performed as tactics to implement the strategy;
and influences of the strategy on behavior and reasoning. These aspects result from the underlying emotion and dialogue models of the virtual humans.

The EMA (EMotion and Adaptation) model of emotion Gratch and Marsella, 2004 describes how coping strategies arise as cognitive and physical responses to important events, based on the appraisal Scherer et al., 2001 of perceptions related to goals and beliefs. Appraisal characterizes events in terms of variables that guide the selection of an appropriate response (e.g., is this desirable? can it be avoided?), but the event need not be physical. Negotiation strategies can thus be seen as types of coping strategies in which the event in question is the negotiation itself, and moves are the types of dialogue actions an agent will perform as part of a negotiation.

The avoidance orientation arises from an appraisal that the negotiation is undesirable but avoidable. The main motivation is to try to escape from the negotiation. When this appraisal is active, the agent chooses an avoidance strategy. Exit conditions will be the negation of either of the entry conditions — when the agent believes either that the negotiation has some utility or that it is not avoidable, the agent will abandon the avoidance strategy. The avoidance strategy involves attempts to change the topic of a conversation or get out of it entirely. When applying the avoidance strategy an agent will refrain from commenting on the object of negotiation, even to refute claims.

When in distributive mode, the agent will attempt to “win” rather than “lose” the negotiation. This can be associated with several strategies, depending on the type of decisions to be made and the range of possible alternatives. An attack strategy is appropriate when the appraisal is that a negotiation is not avoidable and the proposal is undesirable. Other strategies are also appropriate for a distributive orientation, including defense against a threat rather than attack, or making unreasonable demands in the hope the other party will drop the negotiation. We defer this for future work. One should drop an attack strategy when either the negotiation becomes desirable, or it becomes more profitable to avoid (or defend) than attack. The attack strategy involves pointing out the reasons why a proposal is flawed, or ad hominem attacks on the negotiator.

An integrative orientation leads to attempts to satisfy the goals of each of the participants. The negotiate strategy is appropriate when an agent thinks there is a possible value to the negotiation — e.g., there is a higher expected utility from the expected outcomes than would be the case without the negotiation. This strategy is dropped either when the perceived utility of continuing to negotiate drops below a threshold,
or when the negotiation has been completed. Moves in the negotiation strategy involve problem solving and bargaining, much in the manner of the team negotiation in Traum et al., 2003.

The success of a negotiation is also mediated by factors that influence the perceived trust between parties, including a belief in shared goals, credibility and interdependence. The doctor is unlikely to be swayed by an offer of aid if he does not believe the captain can and will fulfill his commitments. Trust issues are pervasive throughout the negotiation, since there is usually not much point in negotiating with someone you expect to lie, be ill-disposed toward you, or not keep their side of a bargain.

4.4 Extensions to the Dialogue Model

Several extensions were needed to the dialogue model to handle possibly adversarial negotiation and the types of phenomena occurring in this domain. The most basic is sensitivity to the dialogue strategy, which involves overriding some basic reaction rules in some cases. For example, when applying the avoidance strategy one must not directly address a proposal that is on the topic of avoidance. Sometimes these utterances are not even grounded as a way of avoiding talking about an unpleasant topic. In this section we will examine two other extensions: updates to the initiative model and a new type of backward dialogue act for intentionally flouting the Gricean maxim of cooperativity Grice, 1975.

4.4.1 Modeling Trust. According to the dialogue model in Matheson et al., 2000, the direct effect of an assertion is the introduction of a commitment, whether or not either party believes in the assertion. While this is sufficient for reasoning about the claims and responsibility for information, we need to go further and potentially change beliefs and intentions based on communicated information. Trust is used to decide whether to adopt a new belief based on the commitments of another.

Similar to Marsella et al., 2004 and Cassell and Bickmore, 2001, trust is modeled as function of underlying variables that are easily derived from our task and dialogue representations. Solidarity is a measure of the extent to which parties have shared goals. It is derived from a running tally of how many times the trainee makes assertions or demands that are congruent with the agent’s goals. Credibility is a measure of the extent a party makes believable claims. It is derived from a running tally of how many times the trainee makes assertions that are consistent with the agent’s beliefs. Finally, familiarity is a measure of the extent to which a party obeys norms of politeness. Currently, an overall measure of trust is derived as a linear combination of these three factors.
4.4.2 Extended Initiative Model. For properly modelling negotiation strategies the initiative model must be changed from that of team collaboration. The basic mechanism remains in place, however, the current strategy is also made a part of the agenda. Some agenda items are tied to particular strategies. For the avoidance strategy, initiative will concern the agent’s own goals that are unrelated to the topic of negotiation. The irrelevance threshold is also disabled, as this strategy “succeeds” when the agent is able to shift the topic somewhere else.

For the attack strategy, each problem that the agent foresees with the action that is the topic of negotiation is added to the agenda. These problems include:

- pre-conditions of the action that are not met,
- other, better plans (according to the utility calculations in the task model)
- undesirable side effects of the action

Another general agenda item for this domain in particular, is a desire for Doctor Perez to get back to his patients and end the conversation. This generally takes lower priority than more specific items within a strategy, but can come out if no other agenda items are available. Following the model in Section 3.1, there are several levels of utterances to support this goal, ranging from pre-closing reminders that he is busy, to finally ending the conversation.

4.4.3 Avoidance Moves. Another important extension to the dialogue model is the addition of an avoidance dialogue act. According to Traum and Allen, 1994, when presented with a request or question, one has an obligation to address this utterance, though not necessarily accept it and perform the desired act. There are many cases in which one might not want to perform the act. Rejection is an option which addresses the speech act, but may have negative consequences of its own. First, it commits the speaker to a negative position, which may not be desired. Second, it serves as a face threat Brown and Levinson, 1978. A third option is to try to avoid an explicit commitment. One way to do this is by deferring a resolution to the future (e.g., “let me get back to you about that”), which does also commit one, and also may not be satisfactory to the interlocutor. Another type of action is to attempt to change the topic altogether. Depending on how explicit the request is, this may or may not go against an obligation to address. Thus, mentioning a topic indirectly is more polite than a direct request, because it does not force someone to not meet an obligation when avoiding.
We can see examples of avoidance from both participants in the dialogue in Figure 1.5. In turns 8, 10, and 12 the doctor is avoiding the move-clinic topic, following an explicit strategy to talk about something else. In turn 11, the captain is avoiding giving a direct answer to the doctor's question about whether the captain will attack. The captain is in a tough situation here: if he says "yes", he will hurt both solidarity (by showing conflicting goals) as well as possibly endanger his mission by revealing future plans. On the other hand, if he says "no", he will be lying which will hurt credibility if he is found out. By avoiding the question, he does not fall into either of these traps, though there is a danger of not fulfilling the discourse obligations. The explanation ("I can not disclose more information") does partially address this issue, and leaves the door open for future trust-building, such as in turn 13.

5. Example Interactions

Consider the dialogue in Figure 1.4. This is just one of many possible interactions, depending on the choices of the human captain, as well as several aspects (some probabilistic) influencing the choice of moves and strategy transitions of the virtual human doctor. Shown along with the dialogue are strategy transitions and the major influences on the trust components: familiarity, solidarity and credibility.

Here the captain acts as he might with a team member - after starting the conversation, launching directly into his purpose, and answering a question straightforwardly. While this would have worked with a subordinate team-member, it has disastrous effects on the neutral doctor, bringing his trust level almost down to zero and failing to accomplish both objectives.

In this dialogue, nothing was done by the captain to try to establish a better relationship with the doctor, or address the issue of differing objectives and beliefs. The first exchange after the greetings (utterances 2-5) lowers solidarity by showing different objectives, setting up more of an antagonistic than cooperative interaction. The doctor tries to avoid the topic, focusing instead on his patients, rather than the captain's stated goal. The captain tries to argue for his proposed course of action, but only makes things worse with utterance 7. First, he says something the doctor doesn't believe (that the clinic is in danger), lowering his credibility. The doctor is able to reason though that perhaps the captain knows of a reason why it will be unsafe, and challenges by asking if he is going to cause the danger. In 9, the captain answers sincerely, which is a mistake on two fronts. First, he reveals more about his mission than he should to an outsider, possibly endangering it's success if word gets
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2. D Hello.
3.1 C I have orders to move this clinic to another location.
4. D You want to move the clinic?
5. C Yes

*SOLIDARITY*

**Strategy shift: Avoid negotiating about move**

6.1 D Look at these people!
6.2 D We need to help them.
7. C It is not safe here, we can't protect you.

*CREDIBILITY*

8.1 D Protect me? Protect me from what?
8.2 D Are you going to attack?
9. C Yes

*SOLIDARITY*

10.1 D We need proper supplies here

**Strategy shift: Disrupt negotiation about move**

10.2 D To move the clinic is not possible, we have many patients in critical condition.
11. C It is very important to move now!

*SOLIDARITY*

12.1 D You are the threat, I need protection from you!

**Strategy shift: Unsuccessfully conclude the negotiation**

12.2 D I would have to refuse this decision.
12.3 D I must go now.

Figure 1.4. Unsuccessful negotiation dialogue between C, a captain (human trainee) and D, a doctor (virtual Human) showing positive and negative effects on trust.

out to his enemies. Second, he shows even further divergence from the doctor's goals — attacking rather than helping the patients. After one more brief attempt to change the topic and get help for his own goals, the doctor gives up on the captain in (10.2), and tries to get out of the negotiation. The captain has failed in his objective and prospects are not good for future relations.

For really learning about negotiation it is very helpful to know not just what the other party did, but why. In real negotiations it is usually not possible to get "inside the head" of the negotiating partner, and even subsequent questions can sometimes damage the nature of the interaction itself. In this respect, virtual humans present a real opportunity to improve on training. As shown in Figure 1.4, we have implemented a trace facility that provides an annotated transcript of the dialogue, showing not just what the virtual human thought was said, but how it influenced his trust, beliefs, and strategy choice. This tool can be used
in an “after action review” (AAR) to look in detail at the specific effects
the trainee’s negotiation tactics had. Here we can see the reasons for
decreases in credibility and solidarity as effects of the commitments the
captain makes in relation to desires and beliefs of the doctor.

Figure 1.5 shows a more successful interaction, where the captain
tries to build bonds as well as accomplish his task. While the captain’s
behavior in this dialogue is not perfect either (the captain might have
been better served spending more time up front establishing familiarity
and solidarity and perhaps addressing the doctor’s concerns first), it is
a big improvement over the dialogue in Figure 1.4. Here the greetings
in turn 3 add some familiarity, and the evasion in turn 11 does not do
as much damage as the blanket statement of acting against the doctor’s
interest in the previous dialogue. Things are still not going very well,
though, until the captain establishes some common goals with turn 13.
With slightly higher trust, the doctor does not break off negotiation
at this point, but rather raises a series of objections. By addressing
each of the doctor’s concerns: safety of patients, lack of supplies, lack
of transport, and neutrality, the captain is able to bring him around
to the point where the move is not an absolute negative, but is worthy of
consideration, as part of a team plan. Finally, the two participants reach
an agreement including giving needed supplies as part of the conditions
of moving the clinic.

We can see several distinct phases of the dialogue in Figure 1.5, relating
to different negotiation strategies. The initial segment (turns 1-7) includes initial greetings and establishing the topic for the conversation
– the captain wants to move the clinic. In turns 8-12, the doctor engages
in an avoidance strategy, trying to avoid this topic by bringing up other
issues, such as his need for supplies, and the general problems of conflict.
In turns 14-20, the doctor has adopted an attack strategy, and points out
problems with the proposed move. In turns 22-25, the doctor adopts a
more open negotiation strategy, and an actual bargain is struck. Finally,
turns 26-30 show a closing phase in which the doctor disengages from
the conversation, while the captain tries to establish good relations for
future interaction. Application of these strategies influences not just the
choice of dialogue move, but the whole body posture of the doctor and
use of gestures and expressions as well. For example, when the doctor is
feeling more distant and less trusting, he adopts a closed posture (Figure
1.3). When he is more trusting and open to negotiation, the posture
becomes more relaxed (Figure 1.6).
1  C  Hello Doctor Perez.
2  D  Hello.
3  C  Very nice to meet you! [+FAMILIARITY]
4  D  What do you want?
5  C  I have orders to assist you in moving this clinic to a safer location.
6  D  You want to move the clinic?
7  C  Yes [-SOLIDARITY]

Strategy shift: Avoid negotiating about move

8.1  D  This conflict is madness, it is killing people!
8.2  D  We need proper supplies here!
9  C  It is not safe here we can’t protect you. [-CREDIBILITY]
10.1  D  Protect me? Protect me from what?
10.2  D  Are you going to attack?
11  C  I cannot disclose more information but it will be a problem to stay here.
12  D  You are the problem your bombs are killing these people!
13  C  Sir, we are trying to help these people too. [-CONTROL +SOLIDARITY]

Strategy shift: Disrupt negotiation about move

14.1  D  The patients are here.
14.2  D  to move the clinic is not possible we have many patients in critical condition.
15  C  We can move you to a safer location.
16  D  I can’t move all these patients.
17  C  We can organize the transportation and assist you with the moving.
   [+SOLIDARITY]
18  D  I can’t move all these patients.
19  C  We can have locals move you. [+SOLIDARITY]
20  D  There are no supplies here.
21  C  We can provide you with the supplies you need to help your patients.
   [+SOLIDARITY]

Strategy shift: Willingly negotiate about move

22.1  D  I think I understand what you say.
22.2  D  Well perhaps we can reach an agreement,
22.3  D  but before we can think about moving, we need you to bring antibiotics and plasma to stabilize the patients. [+INTERDEPENDENCE]
23  C  We can do that! [+SOLIDARITY]
24.1  D  Well,...
24.2  D  Very well captain contact my assistant to make further arrangements.
25  C  I’ll see it personally. [+SOLIDARITY]
26.1  D  I understand your position.
26.2  D  My patients need my attention now.
27  C  Thank you Doctor!
28.1  D  Well,...
28.2  D  I must go now
29  C  Goodbye.
30  D  Good bye.

Figure 1.5. More successful negotiation.
6. Preliminary Evaluation and Future Directions

As part of the development of the system, we have so far tested the system with over 50 different people acting as a trainee, most with several dialogues. As of this writing we have not fully analyzed this data, however we can draw some general conclusions. Usually people are able to have a coherent dialogue with the Doctor, although some problems arise when concepts are brought up that are beyond his vocabulary. An advantage of this domain is that when the doctor is following an avoidance or attack strategy, it is natural for him to take the initiative and complain about his own concerns rather than being directly responsive to the human’s utterance, so some non-understandings do not lead to problems. Most people who talk to the doctor do not convince him in the first session, however, a little bit of explaining of proper negotiating techniques (e.g., build trust before arguing) generally leads to a successful negotiation in a follow-up round.

Future work involves extension of the models to include additional negotiation strategies, emotion-based styles of interaction within the strategies, and application to other scenarios, some involving cultural
differences in behavior and interpretation, as well as translated and multi-lateral dialogue.
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