
Don’t Just Stare at Me! 
Ning Wang and Jonathan Gratch 
Institute for Creative Technologies 
University of Southern California 

13274 Fiji Way, Marina del Rey, CA 90292 USA 
{nwang, Gratch}@ict.usc.edu 

 
 

ABSTRACT 
Communication is more effective and persuasive when par-
ticipants establish rapport. Tickle-Degnen and Rosenthal 
[57] argue rapport arises when participants exhibit mutual 
attentiveness, positivity and coordination. In this paper, we 
investigate how these factors relate to perceptions of rap-
port when users interact via avatars in virtual worlds.  In 
this study, participants told a story to what they believed 
was the avatar of another participant. In fact, the avatar was 
a computer program that systematically manipulated levels 
of attentiveness, positivity and coordination. In contrast to 
Tickel-Degnen and Rosenthal’s findings, high-levels of 
mutual attentiveness alone can dramatically lower percep-
tions of rapport in avatar communication. Indeed, an agent 
that attempted to maximize mutual attention performed as 
poorly as an agent that was designed to convey boredom.  
Adding positivity and coordination to mutual attentiveness, 
on the other hand, greatly improved rapport. This work un-
veils the dependencies between components of rapport and 
informs the design of agents and avatars in computer me-
diated communication. 

Author Keywords 
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INTRODUCTION 
When we interact, our embodied behaviors of speech pros-
ody, gesture, gaze, posture, and facial expression contribute 
to the establishment and maintenance of interpersonal rap-
port that serves to scaffold effective social interaction. 
Rapport has drawn intense interest in the social sciences for 

its impact in a wide range of interpersonal domains includ-
ing social engagement [52], classroom learning [22], suc-
cess in negotiations [20], improving worker compliance 
[18], psychotherapeutic effectiveness [59], and improved 
quality of child care [11]. Recent research in virtual envi-
ronments has demonstrated the possibility of translating 
these findings into computer-mediated (CMC) and human-
computer interactions (HCI) where embodied communi-
cated behaviors can not only be reproduced but altered in 
novel ways to perhaps amplify their interpersonal conse-
quences [26] [5].  

Tickle Degnan and Rosenthal [57] define rapport as a sub-
jective feeling of connectedness and argue that it arises in 
face-to-face interaction from the expression of these essen-
tial components of nonverbal behavior:  mutual attention, 
positivity and coordination. The positivity correlates of 
rapport are behaviors, such as smiling and head nodding, 
that indicate participant liking and approval of one another. 
The coordination correlates, on the other hand, are beha-
viors that signal that the participants are "with" one another, 
functioning as a coordinated unit, such as postural mirror-
ing and interactional synchrony. Forward lean and orienting 
body towards one another are behaviors indicate mutual 
attention. However, one of the most important indicators of 
mutual attention is gaze. As we grew up, we were taught by 
our parents to “look someone in the eye” when we speak. 
During initial interaction, mutual gaze signals interest, a 
precondition to the continuation of the interaction. Later, 
gaze signals the unity of the dyad members, both in terms 
of the unity of their experience and the mutuality of their 
relationship goals.  

Although rapport was developed to explain properties of 
face-to-face interaction, recent work has examined Tickle-
Degnan and Rosenthal’s theoretical framework [57] within 
the context of CMC [53] and HCI [13]. Indeed, rapport 
bears close similarity to the CMC notion of social presence 
[50] and subjective measures of rapport index many of the 
same concepts as social presence scales. In our own work, 
we have examined how the nonverbal behaviors of virtual 
characters can influence subjective and behavioral corre-
lates of rapport in interactions within virtual worlds [26]. 
This work emphasized the positivity and coordination com-
ponents of the model. In this paper, we examine the impact 
of mutual attention component by manipulating the gaze 
behavior of a virtual agent. This is part of a large scale in-
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vestigation to systemically assessing the nonverbal behavior 
components of rapport and their validity for informing the 
design of computer-mediated and human-agent interaction 
in virtual environments. The results of this article not only 
deepen understanding of the role of rapport in interactions 
in the virtual environments but also raise important cautions 
in directly applying theories of face-to-face communication 
to computer-based interaction. 

RELATED WORK 
Eye contact is an invitation to communicate. It clearly sig-
nals a person's “availability” for communication and usual-
ly produces positive perceptions in receivers. Goldberg, 
Kiesler, and Collins [25] found that people who spent more 
time gazing at an interviewer received higher socio-
emotional evaluations. Increased eye contact was also asso-
ciated with greater perceived dynamism, likability, and be-
lievability [4]. Burgoon [10] studied differential gaze beha-
vior (e.g. nearly constant, normal or nearly constant aver-
sion) and found that they resulted in varied impressions of 
attraction, credibility, and relational communication, with 
gaze aversion producing consistently negative effects. Gaze 
also serves to facilitate the learning process and enhance 
task performance. During instruction, gaze helps learning, 
in that college students had higher performance on a learn-
ing task when the instructor gazed at them than when the 
instructor did not [21] [4] also showed that students learned 
better when looked at more by a virtual teacher. Mutlu [42] 
found that increased gaze from a storytelling robot facili-
tated greater recall of story events.  

The amount of eye contact in a human-human encounter 
varies widely. Argyle [1] found that in dyadic conversa-
tions, the listener spent an average of about 75% of the time 
gazing at the speaker. Kendon [33] reported that a typical 
pattern of interaction when two people converse with each 
other consists of the listener maintaining fairly long gazes 
at the speaker, interrupted only by short glances away.  

Gaze modeling for the virtual agent has been researched 
extensively in the area of turn management [8] [12] [14] 
[56] [47] and indicating object of interest [8] [37] [55]. 
Evaluations of the effects of gaze on the quality of interac-
tions in mediated conversation have shown that improving 
the gaze behavior of agents or avatars in human-agent or 
human-avatar communication has noticeable effects on the 
way communication proceeds [54] [60] [23] [19] [28]. 
However, most of the evaluation of gaze in mediated com-
munication had been with human-human conversations in 
video-conferencing and not, to any great extent, with con-
versations between human and autonomous embodied con-
versational agents [51]. 

Previous studies evaluating a virtual Rapport Agent using 
contingent feedback to establish rapport with human speak-
er showed that people who interacted with the Rapport 
Agent felt stronger feelings of rapport, increased engage-
ment and improved speech fluency compared to people who 

interacted with agents that provided non-contingent feed-
back [26]. Other studies also show that people high in trait-
anxiety are more engaged speaking with the Rapport Agent 
than they are speaking with a stranger face-to-face [31]. A 
more recent study showed that people who are more agree-
able established more rapport with the Rapport Agent and 
suffered less speech disfluency [32].  

VIRTUAL RAPPORT AGENT 
In this paper, we continue our investigation of mutual atten-
tion using the virtual Rapport Agent. The Rapport Agent 
was designed to establish a sense of rapport with a human 
participant in “face-to-face monologs” where a human par-
ticipant tells a story to a silent but attentive listener. In such 
settings, human listeners can indicate rapport through a 
variety of nonverbal signals (e.g., nodding, postural mirror-
ing, etc.) The Rapport Agent attempts to replicate these 
behaviors through a real-time analysis of the speaker’s 
voice, head motion, and body posture, providing rapid non-
verbal feedback. Creation of the system is inspired by find-
ings that feelings of rapport are correlated with simple con-
tingent behaviors between speaker and listener, including 
behavioral mimicry [15] and back-channeling, e.g., nods 
[62]. Rapport Agent uses a vision based tracking system 
and signal processing of the speech signal to detect features 
of the speaker and then uses a set of reactive rules to drive 
the listening mapping displayed in Figure 1. The architec-
ture of the system is also displayed in Figure 1. 

 

Figure 1: Rapport Agent architecture and behavior mapping 
table. 

To produce listening behaviors, the Rapport Agent first 
collects and analyzes the speaker’s upper-body movements 
and voice. For detecting features from the participants’ 
movements, we focus on the speaker’s head movements. 
Watson [41] uses stereo video to track the participants’ 
head position and orientation and incorporates learned mo-
tion classifiers that detect head nods and shakes from a vec-
tor of head velocities. Other features are derived from the 
tracking data. For example, from the head position, given 



the participant is seated in a fixed chair, we can infer the 
posture of the spine. Thus, we detect head gestures (nods, 
shakes, rolls), posture shifts (lean left or right) and gaze 
direction.  

Acoustic features are derived from properties of the pitch 
and intensity of the speech signal, using a signal processing 
package, LAUN, developed by Mathieu Morales. Speaker 
pitch is approximated with the cepstrum of the speech sig-
nal [46] and processed every 20ms. Audio artifacts intro-
duced by the motion of the Speaker’s head are minimized 
by filtering out low frequency noise. Speech intensity is 
derived from amplitude of the signal. LAUN detects speech 
intensity (silent, normal, loud), range (wide, narrow), and 
backchannel opportunity points (derived from [61]).  

Recognized speaker features are mapped into listening ani-
mations through a set of authorable mapping language. This 
language supports several advanced features.  Authors can 
specify contextual constraints on listening behavior, for 
example, triggering different behaviors depending on the 
state of the speaker (e.g., the speaker is silent), the state of 
the agent (e.g., the agent is looking away), or other arbitrary 
features (e.g., the speaker’s gender). One can also specify 
temporal constraints on listening behavior: For example, 
one can constrain the number of behaviors produced within 
some interval of time. Finally, the author can specify varia-
bility in behavioral responses through a probability distribu-
tion of different animated responses. 

These animation commands are passed to the SmartBody 
animation system [30] using a standardized API [34]. 
SmartBody is designed to seamlessly blend animations and 
procedural behaviors, particularly conversational behavior. 
These animations are rendered in the Unreal Tournament™ 
game engine and displayed to the Speaker. 

HYPOTHESIS 
Based on the literature review, we hypothesize that: 

H1: Self-reported rapport will be the highest when the Rap-
port Agent provides feedback that reflects all three compo-
nents of rapport. When only mutual attention is expressed, 
the level of rapport level would be lower. When none of the 
three components is included in the feedback, rapport 
would be the lowest. 

H2: Human Speaker will speak most fluently when the 
Rapport Agent feedback reflected all three components of 
rapport. The speaker will speak less fluently when only 
mutual attention is expressed by the Rapport agent. The 
speaker will suffer the most speech disfluency when none 
of the three components is provided in the agent feedback.  

METHOD 
One-hundred forty-four people (62.5% women, 37.5% 
men) from the general Los Angeles area participated in this 
study. They were recruited by responding to recruitment 
posters posted on Craigslist.com and were compensated $30 

for one and half hour of their participation. On average, the 
participants were 39.5 years old (min = 19, max = 60, std = 
11.6) with 15.8 years of education (min = 12, max = 20, std 
= 1.6). 

Design 
The study adapts a common paradigm used for studying the 
impact of listener behavior on speech production [6] [40]. 
In this “quasi-monolog” elicitation, one participant, the 
Speaker, has previously observed some incident, and de-
scribes it to another participant, the Listener. In this study, 
the Listener corresponds to some experimental manipula-
tion of the Rapport Agent. 

It should be noted that restricting the study to quasi-
monologs potentially limits the generality of our results but 
we adopt this paradigm for several reasons.  First, it allows 
us to assess the effectiveness of our Rapport Agent which 
was designed to give feedback in such storytelling contexts. 
Although limited, several potential applications of virtual 
human technology correspond to quasi-monologs including 
survey interviewing [13], story elicitation or psychothera-
peutic applications. Second, free natural language dialogue 
is beyond the capability of current dialogue systems but we 
wanted to avoid the common use of confederates or “wizard 
of Oz” designs. Such designs should be avoided as the con-
federate/wizard can unconsciously recognize the experi-
mental manipulation and introduces biases into their own 
behavior [48]. 

Following the standard setup adopted by McNeill [40], we 
designed the study as having a human participant watch a 
short cartoon and then describe it to a listening agent. We 
designed three different virtual agents to play the listener 
role for the study. Behaviors of these three virtual agents 
are listed in Table 1.  

Responsive Continuous gaze, Head nod, Posture Mimick-
ing, idle-time behavior  

Staring Continuous gaze, idle-time behavior 

Ignoring Gaze occasionally at speaker (otherwise gaze 
randomly about the room), idle-time behavior 

Table 1: Agent behavior in three experimental conditions. 

The first virtual agent is a “good virtual listener” (the “Res-
ponsive” condition). The agent exhibits attentive listening 
behaviors including head nods and posture mimicking that 
have previously been demonstrated to create self-reported 
feelings of rapport [26]. Agent’s posture mimicking in-
cludes posture shifts (left, right, front and back) and head 
nods. Between these attentive listening behaviors, the agent 
does idle-time behaviors including blinking and random 
posture shifts. This agent gazes continuously at the speaker 
except when he is blinking and nodding. The second virtual 
agent, a “gaze only listener” (the “Staring” condition), gaz-
es continuously at the speaker 100% of the time and exhibit 
random idle-time behaviors. Finally, the “ignoring listener” 



 

(the “Ignoring” condition), does not maintain continuous 
gaze with the speaker (it gazes randomly about the room 
and occasionally gaze at the speaker) and exhibit random 
idle-time behaviors. This agent’s gaze behavior is shown at 
the bottom of Figure 2. 

The study design was a between-subjects experiment with 
three conditions: Responsive (n = 51), Staring (n = 47), and 
Ignoring (n = 46), to which participants were randomly 
assigned.  
 

 

Figure 2: The gaze behavior of the Rapport Agent. On the top 
is the gaze behavior of the agent in the Responsive and Staring 
condition. At the bottom is the gaze behavior of the agent in 
the Ignoring condition. 

Procedure 
The participant first signed the consent form and completed 
the pre-questionnaire. Then the participant was assigned the 
role of the speaker and the confederate was assigned to the 
role of the listener. Next, the speaker was led to the com-
puter room while the listener waited in a separate side 
room. The speaker viewed one of two videos. One of the 
videos was a Tweety and Sylvester cartoon. The other video 
is taken from the Edge Training Systems, Inc. Sexual Ha-
rassment Awareness video. The video clip, “CyberStalker,” 
is about a woman at work who receives unwanted instant 
messages from a colleague at work. Which one of the vid-
eos was shown was randomly decided. 

After the speaker finished viewing the video, the listener 
was led back into the computer room, where the speaker 
was instructed to retell the stories portrayed in the clips to 
the listener. The speaker was also told that the listener will 
later retell the story to the camera. Speakers sat in front of a 
computer monitor and sat approximately 8 feet apart from 
the listener, who sat in front of a TV. They could not see 
each other, being separated by a screen. The speaker saw 
the virtual agent displayed on the computer monitor. The 

Speaker was told that the virtual agent on the screen 
represents the human listener. The size of the agent is ap-
proximately the same size of the human listener sitting 8 
feet away. While the speaker spoke, the listener could see a 
real time video image of the speaker retelling the story dis-
played on the TV. Next, the experimenter led the speaker to 
a separate side room. The speaker completed a question-
naire about the contents of the video he/she saw before inte-
racting with the virtual agent. During this time, the listener 
(the confederate) remained in the computer room and pre-
tended to speak to the camera what he/she had been told by 
the speaker so that the participant would not suspect that the 
listener is a confederate. 

Later, the speaker was led back to the computer room and 
watched remaining of the two videos. The speaker then 
retold the stories portrayed in the clips to the listener. After 
that, the speaker filled out another questionnaire about the 
contents of the video while the listener (the confederate) 
remained in the computer room and spoke to the camera 
what he/she had been told by the speaker. Then the speaker 
completed the post-questionnaire. Finally, participants were 
debriefed individually. No participants indicated that they 
believed the listener was a confederate in the study. 

Equipment 
Two Videre Design Small Vision System stereo cameras 
were placed in front of the speaker and listener to capture 
their movements. Three Panasonic PV-GS180 camcorders 
were used to videotape the experiment: one was placed in 
front the speaker, one in front of the listener, and one was 
attached to the ceiling to record both speaker and listener. 
The camcorder that was in front of the speaker was con-
nected to the computer monitor in front of the listener, in 
order to display video images of the speaker to the listener. 
Four DELL desktop computers were used in the experi-
ment. The animated agent was displayed on a 30-inch Ap-
ple display to approximate the size of a real life listener 
sitting 8 feet away. The video of the speaker was displayed 
on a 30-inch TV to the listener. 

Measures 

Rapport Scale 
We constructed a 10-item rapport scale (coefficient alpha = 
.89), presented to speakers in the post-questionnaire packet. 
This scale was measured with an 8 point metric (1 = Disag-
ree Strongly; 8 = Agree Strongly). Sample items include: “I 
think the listener and I established a rapport” and “I felt I 
was able to engage the listener with my story.” 

Listener Focus, Distraction, Agent Naturalness 
For listener focus and distraction scale, we constructed 2 
items for each scale, with Cronbach’s alpha coefficient of 
.70 and .71, respectively. We also constructed a 6-item 
agent naturalness scale, with Cronbach’s alpha coefficient 
of .94. All the scales were measured with an 8 point metric 
(1 = Disagree Strongly; 8 = Agree Strongly). These three 



scales were issued to speakers in the post-questionnaire 
packet. These scales indexed how much the speaker paid 
attention to the listener, how distracting the listener’s feed-
back was, and how natural the agent appeared to be, respec-
tively. 

Pre-questionnaire Packet 
Participants also completed a pre-questionnaire packet that 
contains questions about one’s demographic background, 
personality [27], self-monitoring [34], self-consciousness 
[46] and shyness [14]. Scales ranged from 1 (disagree 
strongly) to 5 (agree strongly).  

Post-questionnaire Packet 
In addition to the scales listed above, the post-questionnaire 
packet also contained questions to examine speaker embar-
rassment, speaker’s goals while explaining the video and 
listener traits. Listener’s traits were measured using items 
such as “likeable”, “tense” and “trustworthy” taken from 
the dependent measure from Krumhuber study [33]. Scales 
from Krumhuber [33] range from 0 (not at all) to 8 (very). 
Other scales ranged from 1 (disagree strongly) to 8 (agree 
strongly).  

RESULT 
Data from 11 participants were excluded due to equipment 
failure during the experiment and missing data. As a result, 
data from 133 sessions were included in the analysis, 48 in 
the Responsive condition, 41 in the Staring condition and 
44 in the Ignoring condition. 

Self-report Analysis 
We first conducted Univariate Analysis of Variance tests on 
the self-report items. The tests showed that the between 
subjects effect of the experiment condition is statistically 
significant (p<.05) for the variables in Table 1.  

Variable df F p 
Rapport 2 12.71 <.001 
Agent Naturalness 2 1.74 .180 
Distraction 2 5.53 .005 
Listener Focus 2 3.25 .042 

Tense 2 3.26 .042 
Disfluency Freq (per minute) 2 9.06 <.001 

Table 2: Main effect results of Univariate Analysis of Variance 
tests on the self-report items and speech disfluency.  

We then conducted a Post Hoc analysis on each of these 
variables to how the conditions different from one other. 
Table 3 summarizes the means of various self-report and 
behavior measures. Items sharing the same superscripts are 
significantly different from each other in the Post Hoc tests. 
For example, in each row, items sharing superscript “a” are 
statistically significantly different from each other and 
items sharing superscript “b” are statistically significant 
from each other. 

From Table 3 we can see that, Hypothesis 1 is partially 
supported. Participants interacted with the Responsive 
agent reported significantly higher level of rapport than 
those interacted with the Staring and Ignoring agent. How-
ever, there was no significant difference between Staring 
and Ignoring condition.  

Conditions Responsive Staring Ignoring 
Rapport a, b4.61 a3.49 b3.34 
Agent Naturalness 4.39 4.42 4.27 
Distraction a, b3.76 a4.85 b4.59 
Listener Focus a5.23 a4.52 4.69 

Tense a2.02 a,b2.95 b2.18 
Disfluency Freq 
(per minute) 

a, b22.44 a36.75 b30.27 

Table 3: Results of Post Hoc analysis of self-report and speech 
disfluency. In each row, items sharing the same superscripts 
(e.g. a, b) are significantly different from each other. For ex-
ample, in each row, items sharing superscript “a” are statisti-
cally significantly different from each other and items sharing 
superscript “b” are statistically significant from each other.  

Participants from all conditions did not differ significantly 
on their evaluation of the naturalness of the agent’s appear-
ance and behavior. However, participants found the agent in 
the Staring and Ignoring condition more distracting than the 
one in the Responsive condition. Participants found the 
Staring agent as distracting as the Ignoring agent. 

We asked participants how much do they think they fo-
cused on the listener (the agent) when they interacted with 
him. Participants focused significantly more to the Respon-
sive agent than the Staring agent, according to their self-
report. Interestingly, participants that interacted with the 
Staring agent rated the human listener more tense than 
those interacted with the Responsive and Ignoring agent. 

Speech Fluency Analysis 
We annotated three types of speech disfluencies from the 
interaction: pause fillers (e.g. “um” and “er”), prolonged 
words (e.g. “I li::ke it”, where “:” signifies lengthened vow 
“I”) and incomplete words (e.g. univers-). Since the interac-
tions are of various length (M=3.91, min=1.27, max=8.72, 
std=1.43, in minutes), we divided the sum of the three types 
of disfluencies by duration and defined it as the disfluency 
frequency scale. From Table 3, we can see that Hypothesis 
2 is partially supported. Participants in the Responsive con-
dition spoke with less disfluencies than participants from 
the Staring and Ignoring condition. Again, there was no 
significant difference between the Staring and Ignoring 
condition.  

Gaze Analysis 
In addition to speech disfluency, speaker’s gaze pattern 
could also be an important behavior measure of the agent’s 
feedback. For example, long duration of speaker gaze may 
indicate interest in the agent’s feedback. Change of gaze 
duration may reveal how interpretation of agent’s behavior 



 

evolves over time. Thus, we annotated the instances when 
participants gazed at the agent during their interaction. On 
the overall percentage of time the participants gazed at the 
agent, ANOVA test show that there was no significant dif-
ference between the Responsive, Staring and Ignoring con-
ditions (MResponsive=.346, MStaring=.305, MIgnoring=.30, 
p=.599). However, the means shows a trend that partici-
pants in the Responsive condition spent more percentage of 
time gazing back at the agent than the ones in the Staring 
and Ignoring condition. And the gaze percentage from the 
Staring condition and Ignoring condition are almost iden-
tical. An earlier study of human-human interaction in simi-
lar experiment setup showed that human speaker spent 
about 65% of the time gazing at a human listener (MFace-to-

Face=.645).  

We divided each interaction into 5 sections evenly to ana-
lyze how gaze duration changes over time. Since each par-
ticipant interacted with the agent twice, once explaining the 
Tweety and Sylvester cartoon and once explaining the Sex-
ual Harassment Prevention Training video, we divided each 
interaction into 5 sections. For each section, we then calcu-
lated the percentage of time the participant gazed at the 
agent. Figure 3 shows how the average of gaze duration 
changes from the first interaction to the second interaction. 
Note that first (or second) interaction is defined as the first 
(or second) time the participant interacted with the agent, 
regardless which video they are describing. 

 
Figure 3: Percentage of time participants gaze at the agent 
changes during the interaction. 

We then conducted a General Linear Model (GLM) Re-
peated measure test to analyze the change over time. The 
result shows that the main effect of condition (Responsive, 
Staring and Ignoring) is not significant (df=2, F=.674, 
p=.512). This means that the overall, the average percen-
tage of gaze duration does not differ significantly between 
the three conditions. However, the ANOVA test of gaze 
duration does show trend that participants in the Responsive 
condition spent more time gazing back at the agent than the 
ones in the Staring and Ignoring condition, while the Star-
ing and Ignoring condition did not differ. The overall gaze 
duration change over time is significant (df=9, F=2.55, 
p=.007). And the interaction between time and condition is 
also not significant (df=18, F=.868, p=.013). This means 
that gaze duration changed differently over time in the three 

conditions. From Figure 3 we can see that, gaze duration in 
the Responsive condition remains relatively high through-
out the two interactions, while gaze durations in the Ignor-
ing condition remains low. In the Staring condition, gaze 
duration is high toward the beginning and slowly decreases 
over time to the level similar to the Ignoring condition.  

DISCUSSION AND CONCLUSION 
In this paper, we explored the psychological construct of 
rapport as an explanatory construct for guiding the design 
of virtual agents and avatars. Consistent with the predic-
tions of Tickel-Degnen and Rosenthal [57], participants 
experienced more rapport when the virtual representation of 
their conversation partner showed more attention, positivity 
and coordination: participants interacting with the Rapport 
Agent had greater subjective experience of rapport and ex-
hibited more fluent speech when compared to an agent that 
only exhibited attention (Staring Agent) or an agent that 
exhibited none of the constituents of rapport (Ignoring 
Agent). This is consistent with Hypothesis 1 and 2. Unex-
pectedly, gazing alone (without positivity or coordination) 
had surprisingly strong negative impact on user perfor-
mance: an agent that simply stares is just as bad as an agent 
that conveys disinterest in terms of creating distractions, 
reducing rapport and disrupting speech production, despite 
the fact that all agents were perceived as equally natural. 
This finding is significant in that many avatars and virtual 
agents convey attention to the user by staring. 

Although inconsistent with the model of Tickle-Degnen and 
Rosenthal, the negative effects of staring are consistent with 
some theoretical perspectives on human interaction. Several 
theories of nonverbal interaction emphasize that, although 
gaze communicates interest and intimacy, this intimacy 
may not be desired and its expression can have negative 
consequences in certain circumstances. For example, ac-
cording to discrepancy-arousal theory, the expression of 
nonverbal intimacy in face-to-face conversations can reduce 
participant gaze and create feelings of discomfort or embar-
rassment if the rate or magnitude of these nonverbal cues 
differ from what is expected (see O’Conner and Gifford 
[45] for a review of this and related models). To assess if 
negative arousal played some role, we asked the partici-
pants to evaluate how uncomfortable they were when inte-
racting with the agent (the embarrassment scale) in the 
post-questionnaire packet. ANOVA test shows no signifi-
cant difference between the three conditions. However, the 
means show a trend that participants in the Staring condi-
tion felt more uncomfortable than participants in the Res-
ponsive and Ignoring condition (MResponsive=3.35, MStar-

ing=3.87, MIgnoring=3.30). 

A completely different explanation is offered by theories of 
conversational grounding [17]. According to this research, 
speakers in a conversation expect frequent and incremental 
feedback from listeners that their communication is unders-
tood. When listeners provide grounding feedback, speech 
can proceed fluently and presumably with a greater sense of 



rapport. Such feedback can take the form of nods (corres-
ponding to Tickle-Degnen’s positivity dimensions) but also 
complex patterns of making and breaking gaze [6]. Indeed, 
Nakano [43] found that listener staring can be interpreted 
by speakers a failure to establish mutual ground. Thus, the 
poor performance of speakers in the Ignore and Staring 
conditions, according to grounding theory, can be explained 
by the failure of these agents to produce grounding cues. 
Further research will attempt to distinguish between these 
theoretical perspectives. 

Males and females can respond differently to nonverbal 
behaviors, particularly in the case of eye gaze cues [2]. Stu-
dies in Computer Mediated Communication have shown 
gender differences on interpretation of gaze and presence 
[7]. In this study, we did not find any significant main or 
interaction effect of participant’s gender on self-reported 
and behavior variables. This could partly due to the mis-
match of the confederate (the human listener) and the vir-
tual agent’s gender. The participants were led to believe 
that the virtual agent’s behavior was controlled by the hu-
man listener (the confederate). But the confederate of the 
study was female and the agent was male. However, in our 
prior studies, when human listener and the virtual agent’s 
gender were matched, we didn’t find any significant effect 
of gender. 

Harrigan [27] studied the nonverbal behavior of high/low 
rapport doctors and found that high rapport doctors engaged 
in less extensive eye-contact than low rapport doctors. In 
their study, the low rapport doctors maintained mutual gaze 
with the patient throughout 85% of interaction. The high 
rapport doctors maintained mutual gaze 70% of the time. 
However, Tickle-Degnan and Rosenthal [57] later pointed 
out that, in a non-helping context (e.g. interacting with an 
interviewer, new acquaintances), as oppose to the helping 
context (e.g. meeting with doctors), directed gaze is posi-
tively correlated with participant’s evaluative impression. 
Gaze behavior can have different social implications in 
different social context. The findings presented here are 
observed in a monolog setting. Further studies need to be 
conducted to better understand how they generalize to con-
texts where agents/avatars can provide other forms of feed-
back.  

The work presented here has intriguing implications to the 
design of agents and avatars in the collaborative virtual 
environments and virtual worlds in general. Thanks to the 
recent technology advancements, collaborative virtual envi-
ronments (CVE) where user can interact and collaborate via 
avatars in 3D worlds have become more and more common. 
CVEs are already used in a variety of different fields: gam-
ing (e.g. World of Warcraft) [9], business (e.g. Second Life) 
[38], education (e.g. MOVE, Whyville) [24] [44], social 
communication (e.g. There) [39], and cooperative devel-
opment (Workspace 3D) [58]. In these virtual environ-
ments, people gather online, design virtual avatars to 
represent themselves and interact with other virtual avatars 

in the virtual world. State of the art of the social behavior of 
the avatar is to be desired. For example, even though in 
some of the virtual worlds, user could choose the nonverbal 
behavior accompanies the verbal signals, the default listen-
ing behavior of the avatar is gazing directly at the user or 
accompanied by random posture shifts. Results from this 
paper show that during social interactions, including the 
ones in the virtual worlds, simply use directed gaze to es-
tablish mutual attention is not only not enough to create 
positive impression but could have negative social effect. 
There are other nonverbal behaviors that can build mutual 
attention. For example, forward lean and orienting body 
towards one another. However, regardless which nonverbal 
behavior is used to express mutual attention, it is not that 
agents and avatars should not maintain eye contact with the 
user, but mutual attention should be accompanied by beha-
viors that indicate positivity and/or coordination to create 
positive interaction. 
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