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Abstract

In this paper, we report our development of a hybrid
user model for improving a user’s effectiveness in a
search. Specifically, we dynamically capture a user’s
intent and combine the captured user intent with the el-
ements of an information retrieval system in a decision
theoretic framework. Our solution is to identify a set of
key attributes describing a user’s intent, and determine
the interactions among them. Then we build our user
model by capturing these attributes, which we call the
IPC model. We further extend this model to combine
the captured user intent with the elements of an informa-
tion retrieval system in a decision theoretic framework,
thus creating a hybrid user model. In this hybrid user
model, we use multi-attribute utility theory. We take
advantage of the existing research on predicting query
performance and on determining dissemination thresh-
olds to create the functions to evaluate these chosen at-
tributes. The main contribution of this research lies with
the integration of user intent and system elements in a
decision theoretic framework. Our approach also offers
fine-grained representation of the model and the abil-
ity to learn a user’s knowledge dynamically over time.
We compare our approach with the best traditional ap-
proach in the information retrieval community - Ide dec-
hi using term frequency inverted document frequency
weighting on selected collections from the information
retrieval community such as CRANFIELD, MEDLINE,
and CACM.

I ntroduction

We study the problem of constructing a user model for im-
proving a user’s effectiveness in an information retrieval

(IR) application. This problem has been investigated since
the late 80s (Brajnik, Guida, & Tasso 1987; Saracevic,
Spink, & Wu 1997) to address the lack of interests in users
from the traditional IR framework by modelling a user’s

needs and retrieving more documents relevant to an indi-
vidual user. The current approaches to building user mod-
els for IR are classified into three main groups (Saracevic,
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Spink, & Wu 1997):system-centeredhuman-centerednd
connectiongthe latter of which we will refer in this pa-
per ashybrid approaches). The methods belonging to the
system-centered group focus on using IR techniques such
as relevance feedback and query expansion to create a user
model (Spink & Losee 1996; Efthimis 1996; Borlund 2003;
Ruthven & Lalmas 2003). The main idea of these ap-
proaches is that they iteratively improve a user’s query by
adding more terms, and/or updating weights for existing
terms which are learned from relevant and non-relevant doc-
uments. This model is only good for the current query and is
completely reset as the user changes from one query to the
next. In summary, there is no history of a user’s search be-
haviors except for the current query. The methods belonging
to the human-centered group focus on using human com-
puter interaction (HCI) approaches to create a user model.
The main techniques include capturing the changes in cog-
nitive states of users in the process of relevancy judgments
(Jarter 1992), as well as pre-search and post-search inter-
views to create a user model. One key problem that arises
with the approaches in this group is that they are concerned
with a user’s behaviors but have little to say abwbya per-

son might engage in one particular behavior. In order to find
outwhy, we have to establish the relationships between the
behaviors and the problems, and the relationship between a
user’s goals and a user’s sub goals which are unfortunately
missing from the group of human-centered approaches.

Lastly, methods belonging to the hybrid group combine
the techniques from Artificial Intelligence (Al), HCI and
IR to build a user model. Some research in IR and User
Modeling (UM) do represent the hybrid view that bridges
the system-centered and user-centered approaches (Logan,
Reece, & Sparck 1994; Saracevic 1996) in an effort to re-
solve the weakness of both the system-centered and user-
centered approaches. However, as Saracevic and his col-
leagues have succinctly pointed out (Saracevic, Spink, & Wu
1997), there is very little crossover between IR and Al/HCI
communities with regards to building user models for IR.
Since then, there have been several attempts recently from
these communities trying to fill in this gap (for example:
(Fordet al. 2002; Ruthven, Lalmas, & van Rijsbergen 2003;
Billsus & Pazzani 2000; Smytét al. 2004). However, the
majority of the work on both sides is still focusing either
on system-focused objectives only or user-focused objec-



tives. This is quite unfortunate because many evaluation In the recent years, researchers studying relevance feed-
testbeds and methods are often re-invented by both sides.back and query expansion have used a user's search be-
It is also very difficult to compare different techniquesiwit ~ haviors for constructing a user model. The studies which
each other because of the lack of unified evaluation proce- incorporate a user’'s search behaviors into an IR process
dures and metrics. have shown that by understanding a user's search behav-
In this paper, we incorporate user-centered and system- iors, we develop a more flexible IR system with personal-
centered approaches for building a hybrid user model for ized responses to an individual's needs (Campbell & van Ri-
IR. We use well-established concepts and procedures in IR jsbergen 1996; Ruthven, Lalmas, & van Rijsbergen 2003;
with the strength of knowledge representation technigues i  Spink, Greisdorf, & Bateman 1998). For example, tse
Al to capture a user’s intent in a search and combine the tensive modein (Campbell & van Rijsbergen 1996) uses
captured user intent with the IR system element in a decision temporal factor and uncertainty associated with the assess
theoretic framework. The goals of this model are: (i) To use ment of individual document as evidence of relevance feed-
the researchin IR and research in UM in a decision theoretic back process. The main idea of the ostensive model is that
framework to predict the effectiveness of the next retlieva it treats the set of relevant documents a®atered setvith
task; and (ii) To allow a user to influence at a deeper level of respect to the time when a user has assessed each document.
an IR system rather than just at the query level. The traditional probabilistic model would treat this setias
This hybrid user model provides the missing information ordered set Therefore, the probability of a document being
about the user to the system through user intent and pro- classified as relevant will be increased if this document has
vides the missing knowledge about the IR system to a user been assessed as relevant most recently.
through a set of system elements. Even though there is some The main difference between the existing approaches
work from both the IR and UM communities which make which incorporate the user’s search behaviors with the ap-
use of decision theory (for example: (Balabanovic 1998; proach presented in this paper is that they use the user’s
Brown 1998; Cooper & Maron 1978)), a decision theoretic search behaviors to modify threeight of an individual term
framework that fully integrates attributes describing arus  or similarity measuraevhile ours uses the captured user in-
and attributes describing an IR system has not been exploredtent to modify theelationships among ternef a query.
before. We evaluate this hybrid user model and compare it
with the best traditional approach in the IR community - Ide Background

dec-hi using term frequency inverted document frequency yser models are needed on top of an IR system because

weighting on selected collections from the IR community  the traditional IR framework does not involve much input
such as CRANFIELD, MEDLINE, and CACM. The results  from a user except a user’s query and some relevance feed-

show that we retrieve more relevant documents in the initial pack. Without a user model, it is very difficult to determine

run compared to the traditional approach. . and update a user’s needs. For instance, a user is search-
This paper is organized as follows: We start with the re- jng for “sorting algorithms” and he possesses knowledge
lated work section. Next, we _prowde the background o_f this  on “distributed computing”with an emphasis otparallel
model and (.?Iescrlbe our hybnd user model. We then d|S.CUSS a|gorithms”_ He prefers to retrieve the papers on Speciﬁc
our evaluation of the external effect of our model on im-  aigorithms rather than the survey papers. He also prefers to
proving a hypothetical user’s effectiveness in a search. We retrieve as many potentially relevant documents as passibl
conclude by discussing ongoing and future extensionsefthi  For this user, a good IR system would display documents on
work. parallel algorithms such &dd-Even transposition sodr
shearsortwell beforethe sequential sorting algorithms such
Related work asbubble sortor quick sort In other words, a good IR sys-
Since we are focusing on developing a hybrid user model tem would proactively modify the original request of “sort-
for an IR application, we now discuss some related work ing algorithms” to a request gparallel sorting algorithms
on hybrid methods in UM and IR. One of them is the work which connects the user’s preferences, interests, andlknow
presented in (Logan, Reece, & Sparck 1994), in which edge with his current request. Additionally, in order fomhi
Galliers theory of agents communications is applied in the to see many potentially relevant documents, the threshold
MONSTRAT model (Belkin 1993). The Monstrat model for filtering irrelevant documents should be set very low.
specifies ten functions that an IR system needs to perform  Our goal is to improve the effectiveness of a user engaged
in order to achieve its goal of helping the user with his inan information seeking task by building a user model that
problem. Another work which partly inspired our effort integrates information about a user and an IR system in a de-
is the STRATIFIED model proposed by Saracevic (Sarace- cision theoretic framework. The components of a typical IR
vic 1996) which resolves the weakness of both the system- system includejuery, indexing schemesimilarity measurg
centered and human-centered approaches. In the STRATI-threshold andcollection Query represents a user’s request.
FIED model, both the user and the system sides are viewed Indexing schemes contain domain knowledge represented in
as several levels dftrata. Any level of the user’s strata is  hierarchical relations of terms. Similarity measures are a
allowed to interact with any level of the system’s strataisTh ~ function which determines how similar a user’s query and
model is constructed based on the assumption that the inter-a document from the searched collection is. Threshold is a
actions between the user and the target IR system do helpreal number which indicates how we should filter out irrel-
the user’s information seeking tasks. evant documents. A collection usually consists of a set of



documents in a specific topic such as computer science or P is updated when a user gives feedback. Basically, we
aerodynamics. Usually, these components are determinedadd toP the tool that helps in the previous retrieval pro-
when the system is developed and used. Therefore, in or- cesses. If the total number of retrieved relevant documents
der to build our hybrid model, our job now is to determine exceeds a user-defined threshold, a tool is considered help-
information about a user. We captwiser intentin an in- ful.

formation seeking task. We patrtition it into three formativ When a user issues a queagyit will be converted to a
components: the Interests captwiata user is doing, the query graph (QG) which has the same representation as DG.
Preferences capturbswthe user might do it, and the Con-  The query graph is modified by using information from a
text inferswhythe user is doing it. This section providesthe user’s Interestt, PreferenceB, and Contex€ as follows:
description of the process of capturing user intent to build
our IPC model In the next section, we extend this model to
create our hybrid user model. In tHRBC model, we capture
the Context, the Interests, and the Preferences aspects of a
user’s intent with acontext networKC), aninterest sef(l),

and apreference networ{®). A context networKC) is a di-
rected acyclic graph (DAG) that contaiosncept nodeand e Perform belief updating oR. Choose tom goal nodes
relation nodes Concept nodes are noun phrases represent-  from P with highest probability valuesS@G.

ing the concepts found in retrieved relevant documents (e.g o For every goal nodg in SG If the query has been previ-
“computer science). Relation nodes represent the relations ously submitted and the user has ugeteplace the orig-
among these concepts. There are two relations captured: jna| query sub-graph with the graph associated with the

e We set as evidence all interest concepts fourfel iRind a
pre-condition nod®r representing a query Bwhich has
associated query graph (QG) that completely or partially
matches against the givep If such a nodePr is found,

set it as evidence.

set-subset'{sa” ) and relate-to relationsrelated to”). We action node of this goal. If the query has not been asked
construcC dynamically by finding a set of sub-graphsin the before andj represents a filter: For every concept noge
intersection of all retrieved relevant documents. Eachueoc in the user’s query grapty we search for its correspond-
mentis represented aslacument grapfDG), which is also ing nodecq; in C. For every conce; in |, we search for

a DAG. We developed a program to automatically extract jis corresponding nodes; in C such thata; is an ances-
DG from text. Figure 1(a) s_hows an.examp_le of a C_ontext tor of cg. If suchci; andcg; are found, we add the paths
network for an analyst who is searching for informationon  from C between these two nodes to the modified query

terrorism and suspicious banking transactions. The Istere graph. It works similarly with an expander except that
capture the focus and direction of the individual’s attemti should be a progeny af;.

Itis captured in the interest sé}.(Each element dfconsists . , .
of interest concepta) and interest leve(L(a)). An interest The modified QG is sent to the search module where it

conceptrepresents the conceptthat an analystis curfently 1S Matched against each DG representing a record in our
cusing on while an interest level is any real number from 0 to database. Those records that have the number of matches
1 representing how much emphasis he places on this partic_greater than a user-defined threshold are chosen and dis-
ular conceptl is initially determined from the current query, ~ Played to a user. A match between a @@nd a DGd;

and the set of common sub-graph. Figure 1(b) shows the ex- IS defined asim(q, di) = 5% + 5757 in whichn, mare
ample of an interest set of the above analyst. Lastly, the Pre  the number of concepts and relation nodeg &dund ind;,
erences describe the actions needed to perform to achievereSpectively.N,M are the total number of concept and re-
the goals. We capture Preferences in a Bayesian network lation nodes ofg. Two relation nodes are matched if and
(Jensen 1996) which consists of three kinds of nodes: pre- Only if at least one of their parents and one of their chil-
condition Pr), goals G) and action nodesA). Each node dren are matched. For more detail about our approach,
has two statesrue, andfalse Precondition nodes represent ~ Please see our papers (Santos, Nguyen, & Brown 2001;
the requirements to achieve the goal nodes. Goal nodes rep-Santoset al. 2003)

resent the tools that are used to modify a users query. We .

currently have the two tools: filter which narrows down a Hybrid User Model

query semantically and expander which broadens up a query we extend théPC model by combining the user intent with
semantically. The conditional probability table of eaclalgo  the elements of an IR application in a decision theoretic
node is similar to the truth table of logical AND. Each framework to construct the hybrid model to improve a user’s
is associated with only ond. The probability ofA is set effectiveness in a search. By “a user’s effectiveness”,awe r
to 1 if the tool is chosen and to O, otherwise. Figure 1(c) fer to the effectiveness of an IR system with respect to the
shows an example of a preference network for the above an- cyrrent searching goal. This can be determined quantita-
alyst. The pre-condition nodes in this example consist of tjvely by using a function callegffectiveness function (J
interest concepts such bank accountdepositand current An example of such a function can Ipeecision which is
query nodes. These nodes will be set as eviderices) ( the ratio of the number of retrieved relevant document over
if they are belong to the current interest set or fully/zlyi the number of retrieved documents. Unfortunately, the com-
matched with the current query. The filter or expander nodes pytation of F, is post-retrieval. It means that we only have
simply mean that the action node associating with them will - enough information to compute the effectiveness of a search
contain a link to a query graph that is narrower or broader after the IR system has returned a set of documents to the
than the original query graph. user. In this hybrid user model, a pre-retrieval mechanism



Interest concept Interest level
abdul_ramazi 0.83
chicago 0.76
bank _account 0.7
first_union_national_bank 0.66

(b)
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query_11
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Figure 1: (a) Context network (b) Interest set (c) Prefegenc
network

to estimatd-,. is needed so that we can choose the solution
that will likely improve F, in the future retrievals.

Our solution is to convert this problem into a multi-
attribute decision problem and use multi-attribute wtilite-
ory (Keeney & Raiffa 1976) in which a set of attributes
is constructed by combining the set of attributes describ-
ing a user’s intent and the set of attributes describing an
IR system. In multi-attribute utility theory, the decisian
made based on the evaluation @itcomesof the actions
performed by a user or an agent. In this problem, the out-
come space represents the sealbfpossible combinations
of information about a user and information about a system
and each outcome represents a specific combination of in-
formation about a user and information about an IR system.
Let's take a look at the example in the background section.
An outcome for that example may consist of a user’s Inter-
ests to bgparallel algorithms his Context that contains rela-
tionships amongistributed computing, parallel algorithms
andsorting algorithms his query to besorting algorithms
and his Preferences to be narrowing the original query and
the threshold being low. There are two reasons for using
multi-attribute utility theory. First, the estimation dfe ef-
fectiveness functionk:) with respect to the searching goal,

in essence, is a problem of preference elicitation because
it represents a user’s preferences over a space of possible
sets of values describing a user and describing an IR system.

Second, the framework of a multi-attribute decision prable
allows us to use the elicitation techniques from the denisio
theory community to decide which combination will likely
produce the best effectiveness function.In this hybrid use
model, eight attributes are initially considered from tleé s
of attributes describing user intent and the set of atteut
describing an IR system. They are(a user’s Interestlp

(a user’s Preferences; (a user’'s Context)|n (Indexing

scheme),S (similarity measure);T (threshold),D (Docu-
ment collection) an® (a user’s query).

A straightforward approach is to list all possible outcomes
available in the outcome space and then use a function to
evaluate each outcome. This process is very tedious and
time-consuming. In order to speed up the elicitation pro-
cess, we need to reduce the number of attributes as much
as possible. One way to achieve this goal is to find out the
dependency among the attributes. Besides, we can always
remove the attributes that are the same for all outcomes be-
cause they do not contribute to the decision making process.
From the list of the above 8 attributes, we know th& and
C have been captured in theC model (Santost al. 2003)
and have been used to modify a user’s qu@nfherefore,
the attributeQ subsumes the attributesP? andC. In the tra-
ditional IR framework, the indexing schernireis computed
once when designing a system and shall remain unchanged
during a search process. Therefdredid not participate in
the decision making process and should be removed. Simi-
larly, documents are unchanged in the traditional IR frame-
work and therefor® did not participate in the decision mak-
ing process. Similarity is usually determined in the design
phase of an IR system and thus is left out too. Even though
there are some attributes that do not directly contributedo
decision making process, it is important that we assess the
role for each attribute and justify our choices convincingl
After reducing the number of attributes to core attribuies,
focus on only two attribute® andT. We evaluate each out-
come by a real value function. We make another assumption
here that these two attributes are preferentially independ
Thus, this value function representing a user’s preference
over these two attributes can be constructed as follows:

V(Q,T) = MWi(Q) + A Va(T)

where \; represents the importance of attributeo the
user, andVv; is a sub-value function for the attribuitevith
i=1 or i=2. This value function is generic for all IR systems
and all type of users.

In this hybrid user model, we do not work directly with
the value functions because it is very difficult to elicit the
coefficients\;. Instead, we determine the partial value func-
tion which consists of two sub-value functions: one over
query, and one over threshold.

The partial value function implies that an outcomewith
the value(z11, 212) is preferred to an outcome with value
(221, 222) if and only if

e 11; > xo; foralli=1,2, and
e 11; > xo; fOr someii.

For each sub-value function, each attribute is needed to be
evaluated with respect to a user’s effectiveness in aaiigevi
a searching goal at a given time. We assume that a user’s
searching goal at any given time is to retrieve many rele-
vant documents quickly for the user. Therefore, we choose
the average precision at fixed point recalls as the effective
ness function because it measures both the percentage of re-
trieved relevant documents and the speed of retrievingthes
documents.



Sub-Value Function over Query

We take advantages of the research on predicting query per-
formance in the IR community to construct a sub-value func-
tion over a query. Basically, we have chosen the standard
deviation of a query’s termshverted document frequency
(idf) as the core of this sub-value function. The main idea of
idf measure is that the less frequent terms in a collection are
the terms with more discriminating power. The main rea-
sons for our choice are (i) the standard deviatiordbbf a
query’s terms (also known as the distribution of informativ
amount in query terms (He & Ounis 2004)) has shown rel-
atively good positive correlation with the average prexisi
metric, and (ii) it can be computed in pre-retrieval process
We also verify this correlation with one of our experiments
on the CRANFIELD collection (Cleverdon 1967). We found
that the Spearman'’s correlation between the standard devi-
ation of idf of a query’s terms and average precision to be
0.323 (with average query length=9.06).

Recalling that each query in this approach is represented
by a query graph (Sante al. 2003) as described in the
background section. Therefore, each query graph contains
concept node and relation nodes. Therefore, we tried the
sub-value functions for the concept nodes and for the rela-
tions. A sub-value function for the concept nodes is com-
puted as follows:

Ve(Q) = didr—c(Q) 1)

in which

Tiape(Q) = [+ 37 (1. (6) iy, (Q))?
ceQ

with nis the number of concepts @.

idf.(c
3 ife(c)

ceQ

Hidf—c(Q)

n

and
df.(c) = loglg(N +0.5)/N,
0g2(N + 1)

whereN is the total number of documents in a collection
andN. is the total number of documents containing the con-
ceptc.

Similarly to the sub-value function computed based on
information about concept nodes, we define sub-value func-
tion computed based on information about the relation
nodes. A relatiom in Q is represented as a tugle;, r, c2)
in which ¢; and ¢, are two concept nodes, amds either
“isa” or‘“related to” relation.

Vi(Q) = diar—r(Q)

)

in which

i +(Q) = [+ 3 (dfo(r) = iy (@)
re@

with nis the number of relationin Q

idf-(r)

n

pidf—r(Q)

>

reQ

and l N +0.5)/N,
ldfr(T) _ 092( + . )/ T)
log2(N + 1)
whereN is the total number of documents in a collection
and N, is the total number of documents containing the re-
lationr.

Sub-Value Function for Threshold

We take advantage of research from adaptive threshold in

information filtering, specifically the work in (Boughanem

& Tmar 2002) to construct a sub-value function for thresh-

olds. We choose the threshold of the last document seen by

a user and the percentage of returned documents preferred

to be seen by a user as the core of our sub-value function.
For each query, the initial threshold can be determined as:

TOZP*NO

whereN, is the number of documents returned at titne
p is the percentage of retrieved documents that a user wants
to see, for example, highest 10%, highest 20% or highest
80% of retrieved documents. For the first time when a user
is using the system, this number is elicited by directly agki
the user. If this is not the first time, thens determined as
follows:

l
P=1
wherel is the number of documents that are returned in
the previous retrieval and seen by the userlarmthe num-
ber of documents that contain at least one concept in the
query of the previous retrieval.

The threshold is updated by using one approach reported

in (Boughanem & Tmar 2002):
sim(dlast) — Tt

(Re—X)
¢

Tiry =T +
e
where\ = 1300 and¢ = 500 and R; is the total num-
ber of relevant document at tintgd;,; is the similarity of
the last retrieved document in the previous retrieval. The
values of these and¢ constants are obtained from the ex-
perimental results in (Boughanem & Tmar 2002). The logic
for this approach is that if the number of retrieved relevant
documents is small, and the difference between the similar-
ity of the last returned documents and the threshold is big,
then we need to decrease the threshold considerably in or-
der to retrieve more relevant documents. Otherwise, we can
decrease the threshold a little.

This method of updating threshold is chosen because it is
light-weight and can be computed in the pre-retrieval pro-
cess. It also has been shown to correlate well with average
precision in (Boughanem & Tmar 2002).

The sub-value function for the threshold attribute will
then be defined as follows:

V(T) 1 it T>T,

0 otherwise



Complexity and Implementation of Hybrid User
M odel

The process of computingyf.(c) for every concept and ev-
ery relation can be done offline. The complexity of this pro-
cess igD(nm) with n being the number of documents amd
being the maximum number of nodes in a document graph.
The only online algorithms are the computation1e{Q)
and V,.(Q) for those concepts and relations included in a
user's query. The computation (@) has complexity of
O(l.loga(N) + 1) with |, being the number of concepts in
a query andN being the number of concepts in the collec-
tion. Similarly, the computation df,.(Q) has complexity of
O(l,-log2(N)+1,) with |,. being the number of relations in a
query, andN being the number of relations in the collection.

Implementation (Work Flow)

The hybrid user model is integrated with #fRC user model
as follows:

e A user logs into an IR system. If the user is new, then
he/she is asked for his/her preferred percentage of docu-
ments needed to be returned

The user issues a que@. The user’s query is modified
using the information contained in the Interest, Prefeeenc
and Context. Assuming that there angyoals fired in the

Testbeds

In this subsection, we describe in detail the testbeds used
in this evaluation so that it is easy for readers to follow.
MEDLINE, CACM and CRANFIELD are chosen as our
testbeds in this evaluation. We chose these collections be-
cause they have been used widely in the IR community to
evaluate the effectiveness of relevance feedback tecégiqu
(Salton & Buckley 1990; Loper-Pujalte, Guerrero-Bote, &
Moya-Anegon 2003; Drucker, Shahrary, & Gibbon 2002).

In particular, CRANFIELD contains 1400 documents and
225 queries on aerodynamics; CACM contains 3204 docu-
ments and 64 queries in computer science and engineering
(CSE); while MEDLINE contains 1033 documents and 30
queries in the medical domain (Salton & Buckley 1990). We
use the complete set of queries from these collections in our
evaluation.

Procedures

Standard procedure : We apply the standard procedure
used in (Salton & Buckley 1990) for both Ide dec-hi/TFIDF
and the IR application enhanced by our hybrid model. We
issue each query in the testbed, we identify the relevant and
irrelevant documents from the first 15 returned documents,
and use them to modify the query proactively. For the Ide
dec-hi/TFIDF, the weight of each word in the original query

Preference network, each goal generates a query, SO Wejg re_computed using its weights in relevant documents and

have the query sefs?1,Q2, ..., Qm }-
Use the sub-value function to evaluate e§h Choose

the first irrelevant document. The words with the highest
weights from relevant documents are also added to the orig-

the query with the highest sub-value function evaluation. inal query. For our user modeling approach, we start with an
Determin€Ty, for initial threshold. empty user model and add the concept and relation nodes to
Send the query with the highest value evaluated by the the original QG based on the procedure described in pre-
sub-value function to the search module, perform the Vious sections. We choose to use the sub-value function
search, filter our the documents based on the value of the Ve(Q) = diar—(Q) over concept nodes in a query as a sub-
threshold, and display the results to the user. value function for the query because it is simple and easy to

Af L d h bvalue f _ implement. In our preliminary evaluation of several value
ter reviewing papers, we update the sub-value function g,nctions (Nguyen 2005), there is insufficient evidence to
V(T). If a new query is issued, re-compute the threshold

d di h ber of d 1 th . support the use of one sub-value function over the others.
oiges?epl)ng on the number of documents seen In the previ- e good implication from this finding is that we can use

a simple sub-value function, such &s(Q), over concept

. nodes in a query and still achieve relatively good results. W
Evaluation then run each system again with the modified query. We call

The first objective of this evaluation is to assess whetheer th  the first run,initial run and the second rurieedback run

hybrid user model improves a hypothetical user’s effeetive  For each query, we compute average precision at three point

ness in an information seeking task. Secondly, we would fixed recall (0.25, 0.5 and 0.75). We note that the CRAN-

like to compare our hybrid user model with the existing ap- FIELD collection contains information about relevant and

proaches from the IR community by using collections, met- irrelevant documents while the other two collections cinta

rics and procedures from the IR community. In our previous only information about relevant documents.

papers (Nguyert al. 2004b; 2004a), we have compared

our IPC modelagainst the Ide dec-hi with TFIDF (Salton ,
& Buckley 1990) using the MEDLINE, CACM and a set We would like to assess the effect of knowledge learned from

of queries from the CRANFIELD collections. Therefore, @ duery or a group of queries. We start with an empty user
in this evaluation, we re-use these collections as a testbed Mmedel and follow the similar steps as described in the stan-
We followed the standard procedure for evaluating any rel- dard procedure above. However, we update the initial user
evance feedback technique as described in (Salton & Buck- model based on relevance feedback and we do not reset our
ley 1990). However, the standard procedure did not provide User model, unlike the standard procedure above.

a way to assess the special features of our hybrid model. . .
Thus, we employ a new evaluation procedure to assess the Results and Discussions

use of knowledge learned over time to modify queries and The average precision at three point fixed recall of the ini-
refer to it agprocedure to assess long-term effect tial run and feedback run using original collection of the ex

Procedureto assesslong-term effect : In this procedure,



periments in standard procedure for CRANFIELD, CACM we note thatin previous results, we had to construct 27 query
and MEDLINE is reported in Table 1. Also in this ta- graphs out of 30 queries manually for the MEDLINE collec-
ble, we report the results for TFIDF/ Ide dec-hi approach. tion and 21 query graphs out of 64 queries manually for the
Note that in Table 1 and Table 2, “I” denotéstial run CACM caollection while in this version, we have improved
while “F’ denotesfeedback run In the standard proce-  our implementation for constructing document graphs from
dure, it shows that we achieve competitive performance us- natural language text. Thus, every query graph has been au-
ing CACM collections compared to Ide dec-hi with TFIDF.  tomatically generated.

For the CRANFIELD collection, we outperform TFIDF/Ide
dec-hi approach in both runs. For the MEDLINE collection,

we achieve clearly better results in the initial run compare CACM MEDLINE
to TFIDF approach.
Proc. I F [ F
Standard| 0.095| 0.223] 0.4 0.583
CRANFIELD | CACM MEDLINE Long- | 0.095| 0.223] 0.446| 0.614
| F | F | F term
gde?:-hi 0.083| 0.1341 0.091] 0.2 1 0.39 | 0.54 Table 3: Average precision at three point fixed recall for our
Hybrid | 0.167] 0.233 | 0.108] 0.22] 0.507| 0.546 IPC model (Nguyert al. 2004)

Table 1: Average precision at three point fixed recall for our

hybrid user model with the standard procedure Future Work

In this paper, we have reported our approach of construct-

The results of our procedure to assess long term effect of iNg & hybrid user model by combining both user-centered
our hybrid approach are shown in Table 2. It shows that by attributes and system-centered attributes in a decisien th
using our hybnd mode'i the precision of the feedback runs oretic framework. We present our first evaluation to as-

is always higher than those of the initial runs. For the MED-
LINE collection, for example, our initial run using knowl-

sess its effectiveness in improving a hypothetical usets p
formance in an information seeking task using the CRAN-

edge of learned queries is even better than the feedback runF!IELD, CACM and MEDLINE collections. The results

of Ide dec-hi/TFIDF. That means the quality documents are
retrieved earlier in the retrieval process than the other ap
proach. For the CRANFIELD collection, we outperform

the TFIDF/ Ide dec-hi approach in both initial and feedback
runs. For the CACM collection, with the new procedure, we
maintain the trend of retrieving more relevant documents in
the initial run compared to TFIDF approach(0.144 vs 0.091).

CRANFIELD CACM MEDLINE
I F I F [ F
Hybrid | 0.175] 0.237 | 0.144| 0.256| 0.587| 0.67

Table 2: Average precision at three point fixed recall for our
hybrid user model with the procedure to assess long term
effect

In the past, we performed the procedure to assess long

term effect using oulPC modelover the entire CACM and
MEDLINE collections (Nguyeret al. 2004a), as summa-
rized in Table 3 below for easy comparisons. If we compare
the results foiPC model(shown in Table 3) with the results
for hybrid models (shown in Tables 1 and 2), we achieve
only competitive results in both runs for the CACM collec-
tion while we are clearly better in the initial run and compet
itive for feedback run for the MEDLINE collection. Finally,

show that for the CRANFIELD collection, it outperformed
the best traditional approach for relevance feedback ih bot
runs; for the MEDLINE collection, it clearly achieved bet-
ter results in both runs; and finally it achieves competitive
results in the CACM collection in both runs. There are sev-
eral issues that we are currently addressing for this resear
First, we would like to combine the use of prior knowledge
and knowledge of learned queries in an intuitive manner.
Currently, we are conducting several experiments using dif
ferent sets ofseed” user models which are created manu-
ally by users or semi-manually using system and users’ pref-
erences. The experiments will likely be finished in the next
month. Secondly, in this evaluation, we only evaluate the
sub-value function on the query but did not have a chance to
assess how the sub-value function on threshold works. We
would like to combine the evaluation with real users and as-
sess the sub-value function on thresholds.
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