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Abstract. Cognitive appraisal theories, which link human emotional
experience to their interpretations of events happening in the environ-
ment, are leading approaches to model emotions. In this paper, we inves-
tigate the computational modeling of appraisal in a multi-agent decision-
theoretic framework using POMDP based agents. We illustrate how
five key appraisal dimensions (motivational relevance, motivation con-
gruence, accountability, control and novelty) can be derived from the
processes and information required for the agent’s decision-making and
belief maintenance. Through this illustration, we not only provide a so-
lution for computationally modeling emotion in POMDP based agents,
but also demonstrate the tight relationship between emotion and cog-
nition. Our model of appraisal is applied to three different scenarios to
illustrate its usage. We also discuss how the modeling of theory of mind
(recursive beliefs about self and others) is critical for simulating social
emotions.

1 Introduction

In recent years virtual agents have been used in a wide range of domains to
interact with people, such as tutoring systems (e.g. [1-3]), entertainment sys-
tems (e.g. [4-6]) and virtual salesmen (e.g. [7]). The computational modeling of
emotion has become a key aspect of virtual agent designs. Incorporating mod-
els of emotion into virtual agents can make the agent behave more lifelike and
expressive as well as give the agent the capacity to understand the emotion of
others.

Computational models of emotion used in virtual agents have often been
based on cognitive appraisal theories [8-12], which argue that a person’s subjec-
tive assessment of their relationship to the environment, the person-environment
relation, determines the person’s emotional responses. This assessment occurs
along several dimensions, called appraisal variables or checks, including motiva-
tional congruence, novelty, control, etc. Emotion is decided by the combination
of results from these checks. For example, an unexpected event that is incongru-
ent with the person’s motivations and is beyond the capacity of the person to
cope with may lead to fear responses.



The work we report here investigates the computational modeling of appraisal
within an existing multi-agent decision-theoretic framework — Thespian [3] for
interactive narratives, in which a human user can play a role in a story and
interact with virtual characters.

Our approach in modeling appraisal in Thespian has been to keep sepa-
rate the processes by which an agent’s representation of the person-environment
relation is constructed and belief maintenance processes already support ap-
praisal processes. The construction of the person-environment representation is
a product of a Thespian agent’s standard decision-making and belief mainte-
nance processes. We illustrate how key appraisal variables can then be straight-
forwardly extracted from this representation of an agent’s decision making and
belief maintenance processes. Through this illustration, we not only provide a
solution for computationally modeling appraisal in POMDP based agents, but
also demonstrate the tight relationship between emotion, decision-making and
belief revision.

This work is in the spirit of, and closely related to, work on the EMA model of
emotion [13] that argues that appraisal can leverage the representations formed
by an agent’s cognitive decision-making. A key difference here is Thespian’s
modeling of other agents and the role it plays in decision-making and belief
revision. Agents in Thespian possess beliefs about other agents that constitute a
fully specified, quantitative model of the other agents’ beliefs, policies and goals.
In other words, the agents have a theory of mind capability with which they can
simulate others. Compared to computational models that do not have an explicit
theory of mind, Thespian’s explicit representation of agents’ subjective beliefs
about each other enables the model to better reason about social emotions.
For example, agents can reason about other agent’s cognitive and emotional
processes both from the other agent’s and its own perspective.

In the work reported here, we focus on five appraisal variables: motiva-
tional relevance, motivational congruence, accountability, control and novelty.
We demonstrate the application of our model of appraisal in three different sce-
narios, including the Little Red Riding Hood fairy tale, a small talk between two
persons and a firing-squad scenario as described in [14]. The Little Red Riding
Hood story will be used as an example to motivate the discussion throughout
this paper.

2 Related Work

Cognitive appraisal theories have had an increasing impact on the design of vir-
tual agents. In FLAME, El Nasr et al. [15] use domain-independent fuzzy logic
rules to simulate appraisal. Moffat and Frijda [16] build an agent framework
called WILL, in which concerns and relevance are simply evaluated as the dis-
crepancies between the agent’s desired state and the current state. Similar to
WILL, the Cathexis model [17] uses a threshold model to simulate basic vari-
ables, which they call “sensors”, related to emotion. The OCC model of appraisal
[10] has inspired many computational systems. Elliott’s [18] Affective Reasoner



uses a set of domain-specific rules to appraise events based on the OCC theory.
Both EM [19] and FearNot! [2] deployed the OCC model of emotion over plan
based agents using domain-independent approaches.

The work on EMA [13] follows the Smith and Lazarus theoretical model of
appraisal [11]. EMA defines appraisal as domain-independent processes over a
plan-based representation of the person-environment relation, termed a causal
interpretation. Cognitive processes maintain the causal interpretation while ap-
praisal processes map appraisal relevant features of this representation to ap-
praisal dimensions. Whereas the construction of the causal interpretation by
cognitive processes is treated as distinct from appraisal, the form of the repre-
sentation is designed to reduce appraisal to simple (and fast) pattern matching.

3 Thespian Agent

Thespian is a multi-agent framework for authoring and simulating interactive
narratives, in which a human user can play a role in a story and interact with
virtual characters. Thespian is built upon PsychSim [20], a multi-agent system
for social simulation based on Partially Observable Markov Decision Problems
(POMDPs).

Thespian’s basic architecture uses PsychSim’s POMDP based agents to con-
trol each virtual character, with the character’s personality and motivations
encoded as the agent’s goals. This section introduces components in a Thes-
pian agent that are relevant to our new cognitive appraisal model, including the
agent’s state, dynamics, goals, beliefs, policies and relationships.

State A character’s state is defined by a set of state features, such as the name
and age of the character, and the relation between that character and other
characters, e.g. affinity. Values of state features are represented as real numbers.

Dynamics Dynamics define how actions affect agents’ states. For example,
small talk among a group of agents can increase their affinity with each other by
0.1. The effects of actions can be defined with probabilities. For examples, the
author may define that when the hunter kills the wolf, he can only succeed 60%
of the time.

Goals We model a character’s personality profile as its various goals and their
relative importance (weight). Goals are expressed as a reward function over the
various state features an agent seeks to maximize or minimize. For example, a
character can have a goal of maximizing its affinity with another character. The
initial value of this state feature can be any value between 0.0 and 1.0; this goal
is completely satisfied once the value reaches 1.0. An agent usually has multiple
goals with different relative importance (weights). For example, the character
may have another goal of knowing another character’s name, and this goal may
be twice as important to the character as the goal of maximizing affinity.



Beliefs Thespian agents have a “Theory of Mind” that allows them to form
mental models about other agents. The agent’s subjective view of the world
includes its beliefs about itself and other agents and their subjective views of
the world, a form of recursive agent modeling. An agent’s subjective view (mental
model) of itself or another agent includes every component of that agent, such
as state, beliefs, policy, etc.

An agent’s belief about its own or another agent’s state is represented as a set
of real values with probability distributions. The probability distribution of the
possible values of a state feature indicates the character’s beliefs about this value.
For example, a character’s belief about its affinity with another character could
be {.1 with probability of 90%, .9 with probability of 10%}. For the simplicity
of demonstration, in this paper we only give examples using the expected values
of the state features. The expected value of a state feature is simply calculated
as . _ o value; * P(value;).

Each agent can have one mental model of itself and multiple mental models of
other agents. The agent’s belief about another agent is a probability distribution
over alternative mental models, e.g. in the Red Riding Hood story, Red can
believe that there is a 40% chance the wolf has a goal to eat people and a 60%
chance otherwise.

An agent’s beliefs get updated in two ways. One is through dynamics. Upon
observation of an action, within each mental model the corresponding dynamics
will be applied, and the related state features’ values are updated. The other
way an agent changes its beliefs is through adjusting the relative probability of
alternative mental models. Each observation serves as an evidence for plausibility
of alternative mental models, i.e. how consistent the observation is with the
predictions from the mental models. Using this information, the probabilities of
the mental models are updated based on Bayes’ Theorem [21].

Policy In Thespian, all agents use a bounded lookahead policy. Each agent has
a set of candidate actions to choose from when making decisions. When an agent
selects its next action, it projects into the future to evaluate the effect of each
option on the state and beliefs of other entities in the story. The agent considers
not just the immediate effect, but also the expected responses of other characters
and, in turn, the effects of those responses, and its reaction to those responses
and so on. The agent evaluates the overall effect with respect to its goals and
then chooses the action that has the highest expected value. For example, when
Red decides her next action after being stopped by the wolf on her way to
Granny’s house, the following reasoning happens in her “mind,” using her beliefs
about the wolf and herself. For each of her action options, e.g. talking to the
wolf or walking away, she anticipates how the action affects each character’s
state and utility. Next, Red needs to predict the wolf’s responses to each of her
potential movements by simulating the wolf’s lookahead process. Similarly, for
each of the wolf’s possible action choices, e.g. asking Red a question or continuing
small talk, Red calculates the immediate expected states and utilities of both
the wolf and herself. Then, Red simulates the wolf anticipating her responses in



turn. The lookahead process is only boundedly rational — the recursive reasoning
stops when the maximum number of steps for forward projection is reached. For
example, if the number of lookahead steps is set to be one, the wolf will pick the
action with highest utility after simulating one step of Red’s response rather than
several rounds of interaction. Similarly based on the wolf’s potential responses
in the next step, Red calculates the utilities of her action options and chooses
the one with the highest utility®.

When an agent has multiple mental models about other agents, currently
by default the agent uses the most probable mental models for reasoning about
others’ responses. The user (the author of the interactive narrative) can, however
specify alternative rules for the agent, such as to consider worst/best case sce-
narios. In that case, the utilities of actions will be evaluated within each mental
model during the agent’s decision-making process. In Section 4.2, an example is
provided for utilizing this function in evaluating an agent’s appraisal of control.

Relationships PsychSim has a built-in capability of modeling static and dy-
namic social relationships between agents which in turn can influence the agent’s
decision-making and belief update. Specifically, PsychSim agents maintain a
measure of support (or affinity) for another agent. This capacity is relevant
to our subsequent discussion of accountability so we briefly touch upon it here.
Support is computed as a running history of their past interactions. An agent
increases (decreases) its support for another, when the latter selects an action
that has a high (low) reward, with respect to the preferences of the former.

4 Computational Model of Appraisal

In this section we illustrate how appraisal dimensions can be derived using pro-
cesses involved and information gathered, in the agent’s decision-making pro-
cesses. We first present the overall appraisal process, which specifies when ap-
praisal happens and where the related information comes from, and then present
our algorithms for evaluating the five appraisal dimensions.

4.1 Appraisal Process

Smith & Lazarus describe appraisal as a continuous process, that people con-
stantly reevaluate their situations — the “appraisal-reappraisal” cycle [11]. In our
computational model, we also try to capture this phenomenon. Upon observing
a new event — an action performed by an agent or the human user, each agent
appraises the situation and updates its beliefs. The calculation of motivational
relevance, motivational congruence, novelty and accountability depends only on
the agent’s beliefs about other agents’ and its own utilities in the current step
and the previous steps, and therefore can always be derived immediately (see

! Note that at run time Thespian/Psychim agents do not need to perform the looka-
head reasoning, rather they use compiled policies which are precompiled offline [22].



Section 4.2 for the details.) Depending on the extent of reasoning the agent
performed in the former steps, the agent may or may not have information im-
mediately regarding its control of the situation. However, when the agent makes
its next decision, its control is automatically evaluated. These evaluations in
turn will affect the agent’s emotion. In fact, the agent may reevaluate along
every appraisal dimension as it obtains more updated information about other
characters. In the examples given in this paper, we report appraisal produced us-
ing information gathered in the agent’s previous lookahead process. However, it
could be based on either the expectation formed in previous steps, or the looka-
head process being performed at the current step. The agent may also express
both emotional responses in sequence.

Thespian agents have mental models of other agents; they can not only have
emotional responses to the environment but also form expectations of other
agents’ emotions. During the decision-making processes, the lookahead process
calculates the agent’s belief about states and utilities of every possible action
choice of each of the agents. This information is kept in the agent’s memory as
its expectations. To simulate expectation of another agent’s emotional responses,
the observing agent’s beliefs about the other agent is used for deriving appraisal
dimensions. For instance, agent A can use its beliefs about agent B to evaluate
the motivational relevance and novelty of an event to agent B. When evaluating
appraisal dimensions relating to oneself, the agent will use its belief about itself.
If the observing agent has multiple mental models about another agent, it uses
the mental model with highest probability to simulating appraisal.

4.2 Appraisal Dimensions

In this section we provide pseudo-code for evaluating the five appraisal dimen-
sions (motivational relevance, motivation congruence or incongruence, account-
ability, control and novelty) using states/utilities calculated during the agent’s
decision-making process.

Motivational Relevance & Motivational Congruence or Incongruence

Motivational relevance evaluates the extent to which an encounter touches upon
personal goals, and motivational congruence or incongruence measures the extent
to which the encounter thwarts or facilitates the personal goals [11].

Algorithm 1 Motivational Relevance & Motivation Congruence

# preUtility: utility before the event happens
# curUtility: utility after the event happens

curUtility—preUtility
preUtility

Motivational Relevance = abs

curUtility—preUtility
abs(preUtility)

Motivational Congruence =

We model these appraisal dimensions as a product of the agent’s utility calcu-
lations which are integral to the agent’s decision-theoretic reasoning. We use the



ratio of relative utility change and the direction of utility change to model these
two appraisal dimensions. The rationale behind this is that the same amount
of utility change will result in different subjective experiences depending on the
agent’s current utility. For instance, if eating a person increases the wolf’s util-
ity by 10, it will be 10 times more relevant and motivationally congruent if the
wolf’s original utility is 1 (very hungry) compared to the original utility of 10
(less hungry). Algorithm 1 gives the equations for evaluating motivational rele-
vance and motivational congruence or incongruence. When the calculated value
of Motivational Congruence is negative, the event is motivationally incongruent
to the agent, to the extent of abs(M otivational Congruence).

Accountability

Accountability characterizes which person deserves credit or blame for a given
event [11]. Various theories have been proposed for assigning blame/credit, e.g.
[23]. The reasoning usually considers factors such as who directly causes the
event, does the person foresee the result, does the person intend to do so or is it
coerced, etc.

Just as the appraisal of motivational relevance and motivation congruence
can be performed as part of existing Thespian/PsychSim decision-making and
belief update processes, we argue here that accountability can be treated as an
improvement to PsychSim’s existing approach to model affinity support rela-
tionships between agents.

If being

Yes coerced No
Partially Fully
responsible responsible
b Return
For each

potential coercer

No

fis an
actual
0erce]

Fig. 1. Accountability

In Figure 1 we use a diagram to illustrate our algorithm for determining
accountability. For the simplicity of the algorithm, we assume that the agent
expects others to always foresee the effects of their actions. This assumption is
reasonable for most of the virtual agents because normally a person would expect
others to project into the future the same number of steps in their decision-
making process as what the person will do themselves.



Our algorithm first looks at the agent which directly causes the harm /benefit,
and judges if this agent is the one who should be fully responsible. The function
If_Coerced() is called to determine if the agent was coerced to perform the action.
If the agent was not coerced, it should be fully responsible and the reasoning
stops there. Otherwise, each of the coercers will be judged on whether it was
coerced by somebody else or volunteered to do the action. We will trace limited
steps back in the history to find out all the responsible agents.

Algorithm 2 If_Coerced(actor, pact)
# actor: the agent being studied
# pact: the action performed by actor
# preUtility: actor’s utility before doing pact

for action in actor.actionOptions() do
if action # pact then
#if there exists another action which does not hurt actor’s own utility
if utility (action) > preUtility then
Return F'
if utility(action) < preUtility then
Return F'
Return T

Algorithm 2 gives the pseudo code for determining if an agent was coerced,
and Algorithm 3 answers the question of who coerced it. Coercion is computa-
tionally defined in our model as: if other than the action chosen by the agent,
all its action options lead to a drop in its utility (i.e. the agent will be punished
if it chooses any other actions); however, if all of the agent’s action options will
result in a utility drop, the agent is regarded as not being coerced for picking
that particular action which hurt the other agent’s utility.

Algorithm 3 Is_Coercer_For(agent, actor, agent_pact, actor_pact)

# check if agent coerced actor
# agent_pact: the action performed by agent
# actor_pact: the action performed by actor

for action in agent.actionOptions() do
if action # agent_pact then
Simulate action agent_pact
if If-Coerced(actor,actor_pact)== F then
Return T'
Return F

To decide who coerced an agent, we treat each agent that acted between the
coerced agent’s current and last actions as a potential coercer. For each potential
coercer, if the coerced agent would not have been coerced in case the potential
coercer had made a different choice, then the potential coercer is judged as
actually being a coercer. This is shown in Algorithm 3.



Control

The appraisal of control evaluates the extent to which an event or its outcome can
be influenced or controlled by people [12]. It captures not only the individual’s
own ability to control the situation but also the potential for seeking instrumental
social support from other people.

In our computational model, if the agent is modeled as using the most prob-
able mental models in reasoning about other agents’ actions, the evaluation of
control is straightforward. It is whether the agent anticipates an event will hap-
pen in the near future that will take it out of the unfavorable situation. If the
agent is modeled as considering all alternative mental models of other agents in
its decision making, we factor in the probabilities of the mental models.

Algorithm 4 Control(preUtility)
# preUtility: the agent’s utility before falling into the unfavorable situation

control — 0
for ml in mental_models_about_agentl do
for m2 in mental_models_about_agent2 do
for m3 in mental_models_about_sel f do
#project limited steps into the future using this set of mental models
lookahead(m1,m2,m3)
#curUtility: the agent’s current utility after the lookahead process
if curUtility > preUtility then
control «— control + p(m1) x p(m2) x p(m3)
Return control

Algorithm 4 gives the pseudo code for evaluating control when considering
alternative mental models. This algorithm first looks at whether there is a solu-
tion within individual mental models set about self and other agents, then the
probabilities of these mental models to be correct, and therefore the event, if be-
ing predicted, will actually happen in the future. For example, assume Granny
has two mental models about the wolf, which are: a 60% chance the wolf will die
after the hunter shoots at it and a 40% chance the wolf will not; also Granny has
two mental models regarding the hunter’s location, which are a 50% chance the
hunter is close by and therefore has a chance to rescue her and a 50% chance the
hunter is far away. After Granny is eaten by the wolf, the only event that can
help her is that the wolf is killed by the hunter. Therefore, she would evaluate
her control as: 60% * 50%= 30%. Note that when using information generated in
the past reasoning process for deciding control, the reasoning process, though it
happened in the past, must contain information regarding the current moment
and the future. Algorithm 4 contains pseudo-code for the three-agent interaction
case. It is straightforward to configure it to be applied when more or less agents
are in the interaction.



Novelty

In this work, we adapt Scherer’s definition of “novelty at the conceptual level”,
that is, novelty describes whether the event is expected from the agent’s past
beliefs [12].

Novelty appraisals can be treated as a byproduct of the agent’s belief main-
tenance. Specifically, in a multi-agent context the novelty of another agent’s be-
havior can be viewed as the opposite side of the observing agent’s beliefs about
the other agent’s motivational consistency, i.e. the more consistent the event is
with the observing agent’s beliefs about the other agent’s motivation, the less
novel. We define novelty as 1 — consistency, where consistency is calculated
using one of the methods proposed by Ito et al. [21].

erank(aj )

Zj erank(a;)

Novelty is calculated based on the most probable mental model that the ob-
serving agent has about the actor of the event. The algorithm first ranks the
actor’s alternative actions’ utilities in reversed order (rank (a;)). The higher the
event’s utility ranks compared to other alternatives, the more novelty. For exam-
ple, if from Red’s perspective the wolf did an action which has the second highest
utility among all five alternatives, the novelty Red experiences is calculated as

- = 0.37.

2o-a

(1)

Consistency(a;) =

5 Sample Results

In this section we provide additional examples to illustrate the use of our com-
putational model of appraisal in modeling social interactions. In particular, in
Scenario 1 we demonstrate the tight relationship between emotion and cognitive
decision-making by showing how appraisal is affected by the depth of reasoning
in decision-making. In Scenario 2 we provide a complex situation for accountabil-
ity reasoning and show that the result of our model is consistent with another
validated computational model of social attribution.

5.1 Scenario 1: Small Talk

In this example, two persons (A and B) take turns talking to each other. Both
of them have goals to be talkative and obey social norms. In fact, just the norm
following behavior itself is an incentive to them — they will be rewarded whenever
they do an action that is consistent with social norms. Table 1 contains the two
persons’ appraisals of motivational relevance regarding each other’s actions. We
did not include results of other appraisal dimensions as they are less interesting
in this scenario.

We provide a comparison of appraisal results when the person’s previous
reasoning process takes a different number of steps. It can be observed in Ta-
ble 1 that a person appraises the other person’s initiatives as irrelevant when



it performs shallow reasoning (lookahead steps = 1). In this case, even though
the person has predicted the other person’s action, the action does not bring
him/her immediate reward. Once the person reasons one step further, he/she
finds out that by opening up a topic the other person actually provides him/her
a chance to engage in further conversation and perform a norm following action.
The person will then appraise the other person’s behavior as relevant.

Table 1. Example 1: Small talk between two persons

Step  Action Perspective Lookahead Steps Motivational
Relevance
1 A greets B B 1 0
B 2 3e'?
2 B greets A A 1 0
A 2 0.99
3 A asks B a question B 1 0
B 2 0.99
4 B answers the question A 1 0
A 2 0.49

5.2 Scenario 2: Firing-squad

We implemented this scenario from [14] to illustrate accountability reasoning in
which agents are coerced and have only partial responsibility. The scenario goes
like this:

In a firing-squad, the commander orders the marksmen to shoot a prisoner.
The marksmen refuse the order. The commander insists that the marksmen
shoot. They shoot at the prisoner and he dies.

We modeled the commander as an agent with an explicit goal of killing the
prisoner, and the marksmen as having no goals related to the prisoner but will
be punished if they do not follow the commander’s order. Using our appraisal
model, from the prisoner’s perspective, the marksmen hold responsibility for
his/her death because they are the persons who directly perform the action.
Further, the prisoner simulates decision-making process of the marksmen and
finds out that the marksmen are coerced because their utilities will be hurt if
they perform any action other than shooting. The commander acts right before
the marksmen in the scenario and therefore is identified as a potential coercer for
the marksmen. Using Algorithm 3, the prisoner can see that if the commander
chose a different action, the marksmen are not coerced to shoot. Assuming the
prisoner does not find a coercer for the commander, he/she will now believe
that the commander holds full responsibility for his/her death. This prediction
is consistent with the prediction from Mao’s model of social attribution and the
data collected from human subjects to validate that model [14].



6 Discussion and Future Work

In this paper we demonstrated how appraisal dimensions can be directly de-
rived from the utilities calculated in the agent’s decision-making processes. For
decision-making and mental model update, comparison among expected utilities
is the key. Comparison of expected utilities is also the central piece for deriving
appraisal dimensions. As demonstrated in our computational model, none of the
appraisal dimensions require additional calculation of utilities other than what
has already been performed in the agent’s lookahead reasoning process.

We have also given examples of applying this appraisal model to several sce-
narios. We demonstrate situations in which the agent’s appraisal would change if
it performed a different level of reasoning in the previous step, in which the agent
assigns partial responsibility to causal agents, and in which the agent reasons
about control of self and others.

We modeled appraisal dimensions within Thespian framework for interactive
narrative. Thespian agents are decision-theoretic goal-based agents with theory
of mind modeling. Compared to computational models of appraisal based on
other types of agents, our model has two key advantages. First, the fact that
Thespian agents have a theory of mind capability enables them to simulate oth-
ers and reason about social emotions. This ability allows us to simulate agents’
different emotional response to the same situation and an agent’s potential mis-
expectations about other agents’ emotional states. For example, if Granny be-
lieves that the hunter can always kill the wolf successfully and the hunter believes
that he can only kill the wolf successfully 60% of the time, Granny’s control
when being eaten by the wolf will be evaluated differently from Granny’s and
the hunter’s perspective. Secondly, we explicitly model the depth of reasoning in
agents as the number of steps they project into the future. As shown in scenario
1, different depths of reasoning lead to different appraisals. This feature enables
us to map the agent’s emotions not only to its knowledge and states, but also
to its decision-making process itself.

Our future work is planned in two directions. First we want to add the
emotion-cognition interaction to Thespian agents. Currently interactions among
agents are generated based on “cold” reasoning, and emotion is modeled as
the agents’ responses to what have happened in the environment. We want to
improve our system by modeling how emotion affects the agent’s decision-making
and belief update processes. Secondly, we want to enrich the current model with
a more complete set of appraisal dimensions, such as urgency and emotion-
focused coping potential, and consider the overlap among dimensions proposed
by different cognitive appraisal theories. We plan to extend this model into a
flexible framework that can be used with different theories of cognitive appraisal,
and further as a platform for evaluating these theories.

7 Conclusion

In this work we provide a computational model of appraisal for POMDP based
agents. We focused on five key appraisal dimensions for virtual agents: moti-



vational relevance, motivational congruence, accountability, control and novelty.
We demonstrate the derivation of appraisal dimensions from the information
gathered in the agent’s decision-making process. Through this demonstration,
we illustrate the tight coupling between emotion and cognitive decision-making.
We also provide various examples of applying this model to social agents in
different scenarios.

This model is built using social agents within the Thespian framework for
interactive narratives. Thespian agents are decision-theoretic goal-driven agents
with modeling of theory of mind. Compared to other computational models
without explicit modeling of agents’ subjective beliefs about each other, our
model can more easily reason about utilities of actions from different agents’
perspectives and therefore potentially provide a more realistic model of appraisal
in social interactions.
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