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Abstract
Search and rescue missions involving robots face multiple challenges. The ratio of operators to robots is frequently one to one or higher,
operators tasked with robots must contend with cognitive overload for long periods, and the robots themselves may be discomfiting to
located survivors. To improve on the current state, we propose a swarm of robots equipped with natural language abilities and guided
by a central virtual “spokesperson” able to access “plays”. The spokesperson may assist the operator with tasking the robots in their
exploration of a zone, which allows the operator to maintain a safe distance. The use of multiple robots enables rescue personnel to cover
a larger swath of ground, and the natural language component allows the robots to communicate with survivors located on site. This
capability frees the operator to handle situations requiring personal attention, and overall can accelerate the location and assistance of
survivors. In order to develop this system, we are creating a virtual reality simulation, in order to conduct a study and analysis of how
humans communicate with these swarms of robots. The data collected from this experiment will inform how to best design emergency

response swarm robots that are effectively able to communicate with the humans around them.

1. Introduction

In emergency disaster situations, there is extreme time
pressure to conduct searches and locate survivors within
the first 48 hours, as the mortality rate increases substan-
tially after this time (Murphy, 2004). Emergency respon-
ders are limited to whatever manpower can be mustered,
as well as what technology is available to them to aid in
their tasks. To address this challenge, we propose utilizing
a robotic swarm and virtual “spokesperson” equipped with
natural language capabilities to assist with both locating
survivors in a dangerous area, as well as communicating
with them to determine the best course of action.

A robotic swarm can be defined by the coordination be-
tween robotic units, which is reliant on shared information
and distributed algorithms. Units within the swarm will
be able to traverse areas dangerous to human life, mitigat-
ing some of the risk that typically befalls emergency re-
sponders working in the field. In addition, the swarm will
need to be able to communicate effectively with survivors,
as well as impart knowledge to emergency personnel re-
sponding to or controlling the swarm’s movements.

A significant challenge in implementing swarms of
robots is controlling the group in a manner that is efficient
for one human to oversee (Kolling et al., 2016). Human
control and intervention is currently essential for search
and rescue operations with swarms. Human involvement
increases swarm performance in complex and cluttered en-
vironments (Kolling et al., 2013), such as a populated area
during a disaster. However, the human can also be a bot-
tleneck to performance if they must control robots indi-
vidually or approve all decisions (Wang et al., 2009; Ve-
lagapudi et al., 2008). To address this, these swarms will
need autonomous abilities and new modes of communi-
cation that will allow humans to direct, track, and absorb
incoming information from multiple entities. Historically,
ease of use has been an impediment in using robots dur-

ing disaster events. In 2001, the World Trade Center res-
cue response teams had access to various robots, but only
utilized a few. Some reasoning for the exclusion included
physical constraints, but in one case, the robot was not used
because the user interface provided with it was still in its
infancy (suitable for developers, but not emergency per-
sonnel) (Casper and Murphy, 2003). This highlights the
importance of developing an interface that is intuitive to
responders with various levels of training with robots, as
the rate at which rescuers can be taught to use these tools
correlates to the accessibility of training (USFA, 1995).
A swarm with these capabilities will have many applica-
tions. Here, we discuss the utilization of robotic swarms in
a search and rescue context in a wildfire.

In a one-year project, the USC Institute for Creative
Technologies is exploring two models of communication:
(1) a sports-team inspired “playbook™ capability that as-
signs specific roles to members of the swarm that can
be coordinated with other units, and (2) a virtual swarm
“spokesperson” who communicates with humans and acts
as a human-like front-end interface to the complex swarm
and imparts information from the collective knowledge
of the swarm. Humans can manage larger numbers of
robots if they can issue high level commands (e.g., play-
book plays) to a mediating agent (e.g., a “‘spokesperson’)
(Sycara and Lewis, 2012). This personified front end al-
lows not only for communication with a swarm operator,
but with civilians as well. A natural language interface,
e.g., (Traum et al., 2003; Lukin et al., 2018), would al-
low intuitive interaction between swarm operators and the
virtual spokesperson, and between the virtual spokesper-
son and civilians, obviating the need for extensive train-
ing or pre-existing familiarity with robots. Other first steps
taken with this project include the creation of a framework
for experimentation and data collection, in addition to a
demonstration in a simulated environment of how these



models of communication can impact human-swarm col-
laboration.

Due to the difficult nature of collecting data on human
responses during emergency situations, this project uses a
virtual reality environment depicting an active wildfire en-
croaching on a small town (shown in Figure 1). A player
will assume the role of a swarm operator, tasked with the
swift and safe evacuation of a town in imminent danger
from an approaching wildfire. At this stage in the project,
the player will have to handle where they assign members
of the swarm, the majority being unmanned aerial vehi-
cles (UAVs, i.e., drones), as well as handling interpersonal
issues with residents in danger from the fire. To reduce
cognitive overload, players will at times need to rely on
the “spokesperson” to step in and assist with tasks when
multiple incidents occur simultaneously. Assisted tasks
may include guiding civilians away from danger, deploy-
ing drones, and handling larger events. While it is not the
current focus, we also intend to investigate interactions be-
tween the spokesperson and townspeople and other rescue
workers.

Figure 1: A bird’s eye view of the town in the simulated
environment

2. Related Work

The idea of using robots for search and rescue is well
established (Shah and Choset, 2004), with disasters being a
driving force for advancement (Casper and Murphy, 2003).
Natural catastrophes (e.g., earthquakes) or man-made dis-
asters (e.g., terrorist attacks) can kill thousands of people in
a very short amount of time and the critical period (usually
estimated to 48-72 hours) after the disaster is when first
responders want to utilize all the available assets (Stein,
2004). After this period, victim mortality drastically in-
creases owing to exposure and lack of food, water, and
medical treatment.

There are various research groups worldwide who fo-
cus on developing robots for Urban Search And Rescue
(USAR). The Center for Robot-Assisted Search And Res-
cue (CRASAR, 2019) is the oldest institution devoted to
promoting the use of ground, marine, and aerial unmanned
systems for public safety. Their mission is fostering un-
manned systems used by formal emergency management

agencies through voluntary national and international ac-
tivities.

In one of the first attempts for designing collaborative
systems of mobile robots, (Jennings et al., 1997) intro-
duced an algorithm for a distributed team of autonomous
mobile robots to search for an object. Upon finding the ob-
ject, the robots would gather around it and “rescue” it in a
collaborative manner.

(Casper et al., 2000) explored issues that arise when
using robots in search and rescue, focusing on a collapsed
building scenario. (Penders et al., 2011) developed tech-
nology for a swarm of robots assisting fire-fighters. They
discussed the swarming algorithms that provide the func-
tionality by which the robots react to and follow humans.
Furthermore, (Jacoff et al., 2003; Messina and Jacoff,
2006) have introduced and explored different metrics for
performance evaluation of urban search and rescue tasks.

3. The Simulation

The primary objective of this project is to study how
humans interact and communicate with swarms of robots
in disaster situations, both from the point of view of an
operator, as well as a civilian. To this end, we are design-
ing a simulation that allows players to take on these roles,
and intend to collect data on how they interact with robotic
units during an emergency event. The approach taken in
developing this simulation is outlined below.

3.1. Proposed Scenario

For the scope of the project, the simulation is currently
limited to that of a wildfire. Future iterations of the project
may include other search and rescue scenarios, such as
flooding or the aftermath of an earthquake. A wildfire
presents challenges in time and resource management un-
like other possible scenarios. In this context, the operator
must work to remove civilians from the encroaching fire
before it reaches their portions of the map. Challenges in-
clude stubborn residents who initially refuse to leave their
homes, injured civilians in need of medical assistance, and
obstruction of vital roads leading out of the town. These
challenges will occur in overlapping time blocks, increas-
ing the cognitive load placed on the operator as they navi-
gate the simulation.

One of the overarching difficulties in this simulation
will be swarm management. Although a primary goal is
exploration of the map and locating civilians who have yet
to evacuate, operators will also need to decide how many
drones to hold in reserve until critical moments. Opera-
tors will face several possible dilemmas, for example mul-
tiple incidents may occur at once, requiring the operator
to commit several members of the swarm towards address-
ing these issues. Likewise, an operator may be confronted
with the possible loss of a number of drones. If too many
members of the swarm are lost or out of commission, the
operator’s ability to cover ground at a reasonable pace is
severely limited. The operator will need to be able to an-
ticipate possible emergency events and try to prepare for
them.

To address this difficulty, an operator will be assisted
by a virtual “spokesperson”. The spokesperson will have



basic natural language capabilities and be equipped with
certain “plays” to implement at various points in the sce-
nario. An example of this would be of an incident where a
previously safe zone becomes dangerous. The spokesper-
son is tasked by the operator to guide individuals away
from a danger to a new, safe location. The spokesper-
son handles the communication aspect by projecting in-
structions through the drones to the civilians, and using
the drones as a visual guide to the new area. Other areas
where the spokesperson can assist include offering a brief
description of the current state of the disaster (e.g., explain-
ing to the civilian that the fire is still approaching their
current location) and instructing the person on what they
should do to evacuate safely. The virtual spokesperson
will be initially implemented via Wizard of Oz method-
ology (Dahlbick et al., 1993; Green et al., 2004), follow-
ing a pre-defined set of capabilities and language response
protocol. Civilians may be played by additional wizards
and/or by research participants, depending upon the aspect
of the scenario under study. Future iterations of the simula-
tion can employ progressively more automated natural lan-
guage and swarm management capabilities, building upon
data gathered in earlier iterations, as in (Passonneau et al.,
2011; Marge et al., 2017).

The advantages of implementing a spokesperson
equipped with these plays include the ability to cover more
ground, locate and speak to more civilians, and allow the
operator to avoid cognitive overload while handling the as-
pects of rescue that require personal attention. The events
requiring personal attention may be unique or highly con-
textual in nature, beyond the general issues the spokesper-
son is equipped to deal with. However, in order to build a
system that can communicate effectively with civilians and
operators, information on how people communicate with
these swarms must be gathered and analyzed.

3.2. Development of Game Principles

Currently, project resources include a developed vir-
tual map of the simulated town the operator will explore
and interact with (Figure 1). For the simulation, we cre-
ated a neighborhood in the Unity game engine (https:
/lunity.com), using the Residential Buildings Pack from
Gabro Media' with trees from SpeedTree?

The incidents that can be discovered by the operator
as they explore the zone are balanced to provide an expe-
rience that is both realistic and reflective of the cognitive
stresses that occur during the initial hours of a search and
rescue. Operators who make optimal decisions and wisely
allocate their resources will be able to maximize their cov-
erage of the map and increase their chances of evacuating
as many civilians as possible.

In order to pilot the simulation, we have used a role-
playing game approach, with a Game Master (or GM),
guiding events and providing information to players, in-
cluding the operator. When an event involving civilians
is discovered, another individual takes on the role of the

"https://assetstore.unity.com/packages/3d/environments/
urban/residential-buildings-pack-39272

Zhttps://assetstore.unity.com/packages/3d/vegetation/
speedtree/free-speedtrees-package-29170

civilian and interacts with the operator. As events are ‘dis-
covered’ the operator makes decisions regarding how to
deploy resources, which the GM implements within the
constraints of the game. Some of the constraints include
time-sensitive events and resource limitations. In regard
to what is considered time-sensitive, an operator may need
to take into account the rate at which the fire spreads, and
evacuate civilians closer to it. Additionally, there is a time
cost to sending members of the swarm out to specific loca-
tions on the map. Resource limitations refer to what drones
are available for an operator to use, in addition to other re-
sources such as a fire truck or paramedic team.

An example of an incident is when drones discover a
stubborn couple intent on remaining in their home, de-
spite the rapidly encroaching fire. The couple’s reason-
ing for this is that they feel they have taken necessary pre-
cautions and will be able to simply ride out the flames as
they pass by. As an emergency responder, it is an oper-
ator’s responsibility to ensure that the couple leaves their
home with enough time to escape the wildfire. The op-
erator may initially opt to allow the spokesperson to at-
tempt to persuade the couple into leaving, while they con-
tinue their work elsewhere, or they may step in personally
right away, e.g., by patching their voice directly through
the robot that is nearest to the couple. While this event
is occurring, other incidents are being discovered by the
swarm of drones moving throughout the map. A simul-
taneous event might include another family that requires
instructions on how to safely evacuate. Once again, the
operator will be presented with a choice in how they want
to handle the situation. As events of this nature are discov-
ered, the operator will find that they need to make rapid-
fire decisions regarding which residents they speak with to
persuade or calm as needed, and which can be left to the
spokesperson.

With the right decisions in the scope of the simulation,
an operator will be able to maintain enough of their re-
sources in order to adequately cover the town while step-
ping in as needed with the different citizens and their var-
ious issues. These decisions, however, will need to be
made under time-sensitive conditions and increasing pres-
sure from the fire. How the operator makes their decisions
and how they communicate these choices to the spokesper-
son are items to be explored in this simulation.

4. Data Collection

The first stage of experiments will involve Wizard
of Oz testing, where wizards will act out the roles of
the spokesperson and the civilians, and assist with drone
movement. Following this, future iterations of the sim-
ulation will be more autonomous. Participants interacting
with the scenario will be recorded as they play. The record-
ings will be analyzed in order to ascertain what trends
emerge when people communicate with robotics systems
in emergency contexts. The analysis will inform future
designs of the spokesperson, to better enable it to effec-
tively communicate with operators and civilians alike. In
addition, the human trials involving wizards will shed light
on what participants expect in terms of the spokesperson’s
ability to communicate.
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4.1. The Operator’s Perspective

From the operator’s point of view, they will need to be
able to command the spokesperson at various times to as-
sist, as well as speak through the drones to civilians. Ques-
tions that arise include the following: How do operators
issue commands and requests to the spokesperson? What
tasks to operators feel comfortable delegating and how to
they check on progress? How can a spokesperson be de-
signed to elicit trust and reduce cognitive load of the oper-
ator?

Answering these questions allows for better design and
expectation management in regard to the spokesperson. It
also informs what kind of training might be needed for
individuals using the system out in the field. Given the
time-sensitive nature of disaster response, it is imperative
that minimal time be spent clarifying errors in speech and
understanding. Ensuring that the spokesperson is suitably
equipped to handle general tasks and queries, as well as
making certain the operator has a realistic sense of how
the spokesperson works, helps to address these issues.

4.2. The Civilian’s Perspective

The civilian’s perspective is somewhat more challeng-
ing to evaluate, as an individual’s response to a simulation
involving an emergency may not be as high in fidelity to
a real disaster situation. However, topics that can be ex-
plored include what nature of questions a civilian survivor
might ask, in addition to asking participants in the simula-
tion to assess their comfort around robotic members of the
swarm.

Many robots in search and rescue are not anthropo-
morphic, nor can they easily support or be reconfigured
to show facial expressions or support affective expression
(Bethel and Murphy, 2006). However, in stressful situa-
tions, it is particularly important that a robot be able to
quickly and smoothly present itself as a reliable entity that
is there to help. Given this, identifying how a humanoid
virtual spokesperson can use natural language to commu-
nicate for the swarm is an important component in design-
ing these swarms.

To expand on this, if the swarm spokesperson can con-
vince a civilian that it is trustworthy and capable, the civil-
ian is far more likely to adhere to advice given by the
spokesperson. If the operator is not required to step in
personally in each individual situation, this allows the op-
erator’s attention to remain free to handle other tasks. An
important component to how this system can maximize its
effectiveness is to ensure that the human operator is not
spending too much time or attention on conversation with
civilians that do not require it.

Note that due to limitations in the design and hardware
of drones, the drones themselves are not envisioned as hav-
ing natural language processing capabilities. Each drone
will be equipped with a microphone and a speaker. When
the civilian speaks to the drone, the drone will just trans-
mit the civilian’s speech recorded through the microphone
to the spokesperson and the simulation environment. Simi-
larly, when the spokesperson or the operator wants to com-
municate with the civilian, synthesized or pre-recorded
speech will be transmitted to the drone and played through

the drone’s speaker.

S. Future Steps

Next steps for the current iteration of the project in-
clude finalizing the designs of events and subsequently, hu-
man trials with the current wildfire module. The data col-
lected regarding how humans interact with the spokesper-
son and drones will be used to refine how the spokesperson
communicates with users. In addition, areas where opera-
tors may need to be trained in regard to the system will be
identified, and implemented either through tutorial-like ac-
tivities or added explanation from the spokesperson when
a person initially begins using the system.

Furthermore, we will use machine learning in order to
improve the autonomous behavior of the spokesperson and
the swarm entities, and their ability to communicate and
adapt to interaction with humans. Reinforcement Learn-
ing (RL) is well suited for this task as it is designed for
maximizing long-term goals rather than focusing on im-
mediate results that are not necessarily optimal in the long
run. For example, with RL a potential reward to be maxi-
mized could be the number of civilians saved. We will use
RL to optimize the behavior of the spokesperson. In ad-
dition, RL could be used offline for designing new plays
to populate our playbook. That is, we can provide the
swarm entities with rewards (based on individual and com-
mon goals), and let them train against one another in order
to come up with the optimal play for tackling a particu-
lar problem. Because in this case multiple agents will be
learning at the same time, we will have to use multi-agent
RL, which unlike standard RL does not assume that the
learning environment is stationary (Georgila et al., 2014;
Xiao and Georgila, 2018; Bowling and Veloso, 2002).

The simulation may also be expanded to include other
search and rescue scenarios or other swarm management
scenarios, such as earthquake or flooding response. A
swarm of robots able to seek out human life and assist
emergency responders can, with the appropriate modifica-
tions to behavior, be of service in many different types of
situations.

6. Conclusions

The use of swarm robots in search and rescue opera-
tions is relatively new, and the best practices for how these
units can interact with humans, both from an operational
perspective and a civilian perspective, are still being ex-
plored. The virtual reality simulation allows for a more
realistic setting for participants to interact in, which pro-
vides ample opportunity to collect data on how responders
and civilians may communicate with these robots.

Although the focus is currently on a wildfire scenario,
future iterations of the simulation may include other sce-
narios. However, these first steps in the wildfire context
will be of benefit towards creating an experimental frame-
work. This framework can be used to assess what mode of
communication must be supported in order to have a sys-
tem that is effective and intuitive for users under extreme
pressure.
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