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ABSTRACT

We demonstrate three classes of off-topic responses which
allow a virtual question-answering character to handle
cases where it does not understand the user’s input: ask for
clarification, indicate misunderstanding, and move on with
the conversation. While falling short of full dialogue man-
agement, a combination of such responses together with
prompts to change the topic can improve overall dialogue
coherence.

1. BACKGROUND

SGT Star is a virtual question-answering character devel-
oped for the U.S. Army Recruiting Command as a hi-tech
attraction and information source about the Army. He is a
life-size character built for demos in mobile exhibits, who
listens to human speech and responds with pre-recorded
voice answers (Figure 1). SGT Star is based on technol-
ogy similar to that used in previous efforts (Leuski et al.,
2006; Leuski and Traum, 2008), which treats question-
answering as an information retrieval problem: given a
natural-language question, the character should retrieve the
most appropriate answer from a list of available responses.
An Automatic Speech Recognition (ASR) module trans-
forms the user’s question to text, and then a statistical clas-
sifier ranks possible responses according to the similarity
of the user’s utterance to associated questions in the train-
ing data. The top-ranked response is SGT Star’s best guess
about the correct answer to the user’s question.

In a typical exhibit setting, SGT Star interacts with
groups of attendees. Since SGT Star can only talk to one
person at a time, conversation with the group is mediated
by a human handler, who uses SGT Star to create a two-
man show. There is a small group of handlers who demon-
strate SGT Star at various shows, and acoustic models of
the speech recognition component are tuned to their voices
in order to get the best recognition in noisy convention en-
vironments.

2. DIALOGUE MANAGEMENT

Conversational characters typically employ dialogue man-
agers – software components which keep track of the state
of the dialogue, the commitments and obligations of the

Figure 1: SGT Star at SKILLS 2008

various participants, the character’s goals and desires, hy-
potheses about the mental states of other participants, and
so on. SGT Star is a simple character who does not have a
representation of the world or the ability to reason; instead
of a separate manager, dialogue management capabilities
are incorporated into the classifier. The most important
capability is detecting when the best response is not good
enough: if the score of the top-ranked classifier output falls
below a preset threshold, SGT Star does not produce that
output, but instead chooses among a set of predefined “off-
topic” responses (e.g. “Sorry, I didn’t catch that. Could
you say it again?”). Additional capabilities include retain-
ing a short history of SGT Star’s own utterances (so that he
doesn’t keep repeating himself) and the ability to prompt
the user to ask questions that the character can answer.

The off-topic strategy for dealing with classification
failures has been successful for other efforts such as
SGT Blackwell – a general-domain question-answering
character who interacts with visitors in a museum setting
(Leuski et al., 2006; Robinson et al., 2008). The envi-
ronment in which SGT Star is deployed differs from that
of SGT Blackwell in two important ways: speech input
to SGT Star typically comes from trained handlers rather
than from the general public, and the handlers try to en-
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gage SGT Star for a conversation consisting of a greeting
phase, a few information exchanges, and a closing routine.
Since handlers are trained, few user utterances are genuine
out-of-domain questions, and most of SGT Star’s classifier
failures are caused by faulty speech recognition or insuffi-
cient training data; since interactions are fairly long (com-
pared to SGT Blackwell), random off-topic interruptions
are very disruptive. Initial versions of SGT Star were very
successful at providing on-topic responses, but rather poor
when an off-topic response was called for: Artstein et al.
(2008) conducted an evaluation of SGT Star’s responses
at the National Future Farmers of America Convention in
Indianapolis in October 2007, and while the vast majority
of the on-topic responses (80.7%) received the maximum
coherence rating of 5, the majority of off-topic responses
(80.1%) were rated between 1 and 2. An individual analy-
sis of the off-topic responses showed that requests for rep-
etition were usually ranked as more coherent than other
types of off-topic responses.

To improve the coherence of off-topic responses we
re-authored many of the responses, and implemented a new
off-topic selection policy. We were not able to use a sep-
arate classifier trained on out-of-domain questions (Patel,
Leuski, and Traum, 2006), because very few of the ques-
tions SGT Star gets are truly outside his domain. Instead,
we designed a strategy based on the knowledge that the vast
majority of SGT Star’s off-topic responses are triggered
by speech recognition errors and classification failures. If
SGT Star fails to find an answer, then in all likelihood he ei-
ther misheard the user’s utterance or misunderstood it. We
therefore authored off-topic responses for SGT Star in the
following four classes (see examples in Table 1).

Didn’t hear: SGT Star indicates that he did not hear the
user’s utterance and asks the user to repeat it.

Didn’t understand: SGT Star implies that he did not un-
derstand the user’s utterance, leaving room for the user
to repeat or change the topic.

Move on: SGT Star declines to answer, and asks the user
to move on.

Prompt: SGT Star suggests a question to the user.

The off-topic response classes were designed to fit into a
simple strategy: the first off-topic response after a success-
ful dialogue is always of the “didn’t hear” type; if the fol-
lowing user utterance is also not understood, SGT Star pro-
duces a “didn’t understand” utterance, and if a third suc-
cessive off-topic response is needed, SGT Star produces a
“move on” utterance followed immediately by a prompt.
The rationale behind this strategy is to ensure that the ma-
jority of SGT Star’s off-topic responses are requests for
clarification (which have been shown to be more coherent),

Table 1: Example Off-topic Responses
Didn’t hear

Could you throw that at me again?
I didn’t copy that. Could you repeat that?
Sorry, I didn’t catch that. Could you say it again?

Didn’t understand
Aw this feels too much like school. I didn’t study last
night.
Sometimes I think you’re just testing me.
You know, sometimes you ask a lot of questions.

Move on
Can we talk about what I want to talk about?
Uh, next question.
You can get answers at GoArmy dot com.

Prompt
Ask me how I can see in the dark.
Hey why don’t you ask me about my badges?
Why don’t you ask me about becoming an MP in the
army?

while avoiding repetitiveness and progressively encourag-
ing the user to move the conversation to a new and more
fruitful direction.

The new off-topic responses were prepared for
SGT Star’s appearance at the National Leadership and
Skills Conference in Kansas City in June 2008. Due to
implementation issues on-site we were not able to test the
full progressive strategy, but only the individual response
classes.

3. RATING STUDY

We conducted a rating study in order to assess the co-
herence of SGT Star’s responses, similar to the study re-
ported in Artstein et al. (2008). The instructions explic-
itly told the judges to rate the coherence (appropriateness)
of SGT Star’s responses rather than their correctness. The
idea is that the more coherent a character is, the better he
can engage the audience. An appropriate response to a
question does not have to be a direct answer: a question
or off-topic comment may sometimes be more appropriate,
and SGT Star’s off-topic responses were designed to allow
him to hold a coherent conversation when he does not have
a straight answer.

SGT Star’s performance resulted in a total of 2095
responses, and our study judged the appropriateness of
these responses in context. The user utterances were tran-
scribed individually, and entire dialogues (user utterances
and SGT Star’s responses) were presented as web pages on
which judges rated each of SGT Star’s responses on a scale
of 1 to 5 (Figure 2). In 578 cases, the transcribed user utter-
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Figure 2: The rating interface

ance was identical to a training question and the response
was linked to that question, and these were automatically
rated as 5; the remaining 1517 responses were rated by the
judges.

To ensure the ratings were meaningful we calculated
inter-rater reliability using α (Krippendorff, 1980).1 Two
judges rated all 1517 responses, and two additional judges
(including the first author) rated portions of the responses
in order to get more robust reliability figures. Reliability
for on-topic responses was α = 0.834, slightly higher than
the value of α = 0.794 reported in Artstein et al. (2008)
(the difference is not significant). Reliability for off-topic
responses and prompts was essentially at chance level (α =
0.017 and α = 0.080),2 reflecting the fact that evaluating
the coherence of an off-topic response is much more diffi-
cult than evaluating the coherence of an on-topic response.
Overall reliability was α = 0.583, ranging from α = 0.680
for the most concordant pair of judges to α = 0.351 for the
most discordant pair. This figure is significantly lower than
the value of α = 0.789 reported in Artstein et al. (2008); the
reason for the drop in overall reliability is the improvement
in the ratings of off-topic responses, making them less dis-
tinct from on-topic ratings. For the following analysis we
associated each response with the mean of the ratings of the
two main judges.

1Krippendorff’s α is a chance-corrected agreement coefficient, simi-
lar to the more familiar K statistic (Siegel and Castellan, 1988). Like K,
α ranges from −1 to 1, where 1 signifies perfect agreement, 0 obtains
when agreement is at chance level, and negative values show systematic
disagreement. The main difference between α and K is that α takes into
account the magnitudes of the individual disagreements, whereas K treats
all disagreements as equivalent; α is more appropriate for our study be-
cause the ratings are numerical, and the disagreement between ratings of
2 and 3, for example, is clearly lower than between 2 and 5. For addi-
tional background, definitions and discussion of agreement coefficients,
see Artstein and Poesio, to appear.

2Reliability for prompts is reported for the two main judges only, be-
cause of the small number of prompts rated by the control judges.
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Figure 3: On-topic and off-topic ratings

4. RESPONSE RATINGS

SGT Star has a total of 213 possible responses, including
10 each of the 3 off-topic categories “didn’t hear”, “didn’t
understand”, and “move on”, and 7 prompts. The mean rat-
ing of SGT Star’s responses was 3.72, but the distribution is
far from normal (first quartile 2, median 5). About 61% of
the responses are on-topic, and these most of these are ei-
ther very good (82% rated 4.5 or 5) or very bad (11% rated
1 or 1.5). The remaining responses are off-topics (30%),
with a mean rating of 2.01, and prompts (9%), with a mean
rating of 4.28 (Figure 3).

The different responses were not all used to the same
extent: in the testing, SGT Star produced 159 different re-
sponses (including all 30 off-topics and 7 prompts), and
their distribution was not even. Some on-topic responses
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Figure 4: Rating and frequency correlations

were more common than others because they answered
more popular questions; the mean rating of a response type
correlated positively with its frequency, so that the more
frequent responses were also the better rated (r = 0.26, p <
0.01,df = 120). This pattern is similar to that of Art-
stein et al. (2008), and the explanation is the same – the
handlers are aware of which responses are easy to elicit,
and target their questions to elicit these responses. Off-
topics and prompts were more evenly distributed, with fre-
quencies ranging from 13 to 30 for off-topics and from 23
to 31 for prompts; they do not show a significant correla-
tion between rating and frequency (off-topic: r = 0.35, p =
0.06,df = 28; prompt: r = 0.02, p > 0.9,df = 5). Off-topic
responses are generally more frequent than similarly rated
on-topic responses, but the separation between the classes
of responses was less clear than in Artstein et al. (2008)
(Figure 4).

There were differences in the ratings for the individ-
ual off-topic response classes: “didn’t understand” (1.90),
“move on” (2.16), “didn’t hear” (2.19); only the differ-
ence between “didn’t understand” and “didn’t hear” is
significant according to a Wilcoxon rank-sum test (W =
29430, p < 0.001). The prompts received substantially
higher ratings (4.28), with highly significant differences
from each class of off-topics (Figure 5). SGT Star did
not follow an explicit strategy for using the three off-topic
classes; prompts always immediately followed a previous
utterance without waiting for user input. While the differ-
ences among the classes are not significant, the ratings are
consistent with our previous observation that clarification
requests are the most coherent off-topic responses (previ-
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Figure 5: Ratings for the different response classes

ous versions of SGT Star did not have prompts).

5. SPEECH RECOGNITION

Automatic speech recognition (ASR) affects performance
(Leuski et al., 2006): if what SGT Star hears doesn’t match
what the user said, then SGT Star’s response is more likely
to be inappropriate. We computed the word error rate for
each user utterance by comparing the ASR output with the
transcribed speech.3 Mean word error rate was 0.365, a
substantial improvement over the 0.469 word error rate of
Artstein et al. (2008); this improvement is probably due
to a combination of better trained speech models and an
upgraded wireless head-mounted microphone (Sennheiser
EW 352 G2). About 27% of the utterances had a word error
rate of 0, with the remainder spread rather uniformly across
the range from 0.05 to 1. Contrary to Artstein et al. (2008),
we did not find word error rate to be a good predictor of
whether SGT Star’s response would be on-topic or off-topic
(Figure 6).

We found a negative correlation between the rating
of SGT Star’s response and the word error rate of the
immediately preceding user utterance (r = −0.30, p <
0.001,df = 2093). The correlation is stronger for on-
topic responses (r = −0.44, p < 0.001,df = 1280), rather
weak (but still significantly non-zero) for prompts (r =
−0.19, p = 0.01,df = 179), and non-significant for off-

3Word error rate is the number of substitutions, deletions and inser-
tions needed to transform one string into the other, divided by the number
of words in the actual (transcribed) speech; values above 1 were recorded
as 1.
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Figure 7: Word error rates and ratings: the lines show the mean rating for each WER band.
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Figure 6: Word error rates and the responses they triggered

topic responses (r = −0.03, p = 0.39,df = 630). The re-
lations between response rating and word error rate of the
preceding utterance are shown in Figure 7.

The negative correlation between rating and word error
rate for on-topic responses is expected: the less SGT Star
understands the spoken utterance, the less likely he is to
come up with a suitable on-topic response, so if an on-
topic response is selected it is more likely to be inappropri-
ate. Off-topic responses and prompts are not expected to
degrade with the mismatch between actual and recognized
user utterance.

6. CONCLUSIONS

Maintaining a coherent dialogue when faced with uncer-
tainty about the meaning of the user’s utterance requires
dialogue management capabilities. We have shown that
substantial improvements can be made with a simple off-
topic policy by authoring off-topic responses in appropri-
ate classes. The proposed strategy for advancing between
these classes is expected to bring even more gains in the
SGT Star’s handling of difficult speech situations.

The off-topic strategy can be thought of as a primi-
tive form of dialogue management, which can be handled
within the classifier. We have found that other charac-
ters, which started out as classifiers, needed more sophis-
ticated dialogue management techniques as their domains
and their need to sustain conversation grew (Gandhe et al.,
2008). The demands on SGT Star are similarly growing:
current development calls for him to have some (limited)
awareness of the physical world around him, and his re-
cent installation in USAAC’s Adventure Semis brings him
closer to more audiences. The current strategy is pushing
the limits of dialogue management without a manager; it
is therefore likely that in the near future we will need to
add a dedicated dialogue management component, to allow

5



SGT Star to keep up and support the Army’s mission.
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